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#### Abstract

We describe an algorithm that, given a positive integer $N$, computes a Gröbner basis of the ideal of polynomial relations among Dedekind $\eta$ functions of level $N$, i. e., among the elements of $\left\{\eta\left(\delta_{1} \tau\right), \ldots, \eta\left(\delta_{n} \tau\right)\right\}$ where $1=\delta_{1}<\delta_{2}<\cdots<\delta_{n}=N$ are the positive divisors of $N$.

More precisely, we find a finite generating set (which is also a Gröbner basis) of the ideal $\operatorname{ker} \phi$ where $$
\phi: \mathbb{Q}\left[E_{1}, \ldots, E_{n}\right] \rightarrow \mathbb{Q}\left[\eta\left(\delta_{1} \tau\right), \ldots, \eta\left(\delta_{n} \tau\right)\right], \quad E_{k} \mapsto \eta\left(\delta_{k} \tau\right), \quad k=1, \ldots, n .
$$


## 1 Introduction

In many publications one finds directly or indirectly lists of relations among Dedekind $\eta$-functions, see, for example, Köh11. Somos on his website http: //eta.math.georgetown.edu/index.html gives quite a huge number of such relations together with references to the literature. In this article, we not only provide means to compute or check new relations, but rather describe a method to compute a basis for the ideal of all possible polynomial relations among Dedekind $\eta$-functions of a certain level.

Since our basis will be a Gröbner basis, it is easy to express a given relation as a combination of the Gröbner basis elements by merely reducing the relation to zero and keeping track of the reduction steps.

Our method adapts the ideas of KZ08] to $\eta$-functions. Kauers and Zimmermann reduce the problem of finding polynomial relations among C-finite sequences $\mathfrak{m}_{i}$ to (1) expressing the $\mathfrak{m}_{i}$ in terms of certain geometric sequences $\mathfrak{z}_{j}$, (2) finding polynomial relations among those $\mathfrak{z} j$, and (3) computing polynomial relations among the $\mathfrak{m}_{i}$ from their representation in terms of the $\mathfrak{z}_{j}$ and the polynomial relations among the $\mathfrak{z} j$ by means of computating a Gröbner basis with an

[^0]elimination ordering. In our case, the $\mathfrak{m}_{i}$ and $\mathfrak{z}_{j}$ are quotients of $\eta$-functions of level $N$ that are modular functions with a pole at most at infinity. The $\mathfrak{z}_{j}$ are computed (by algorithm samba) in such a way that they generate (as a module) the algebra that is generated by the $\mathfrak{m}_{i}$. From this module structure of the algebra, we can easily derive all relations among the $\mathfrak{z}_{j}$ and then get the relations among the $\mathfrak{m}_{i}$ like Kauers and Zimmermann. Since the goal of this paper is to find all relations among $\eta$-functions of level $N$, we first reduce the problem to finding all relations among quotients of $\eta$-functions of level $N$ that are modular functions with a pole at most at infinity. We then extract the relations among $\eta$-functions from the relations among $\eta$-quotients by means of a Gröbner basis computation.

After listing the notations used in this article and the exact problem specification, we continue in Section 4 with four reduction steps of the problem that roughly show that any relation among $\eta$-functions can be expressed by a relation among $\eta$-quotients that are modular functions. In Section 5, we reduce further and then can say that any $\eta$-relation can be expressed by a relation among $\eta$ quotients that are modular functions and have at most a pole at infinity. In Section 6, we show that the quotients of $\eta$-functions of a certain level that are modular functions and only have at most a pole at infinity, can be generated by only finitely many elements of this kind and that finding such generators is constructive. Finally, we show in Section 7 how these finitely many elements can be turned in finitely many steps into a Gröbner basis for the ideal of relations among $\eta$-functions. We demonstrate our method by an example in Section 8, and show how our findings relate to the table given by Somos.

Our article does not primarily focus on efficiency of the computation, but rather on its effectiveness, i.e., that there exists an algorithm to compute a Gröbner basis for the relations among Dedekind $\eta$-functions.

## 2 Notation

For a set $E=\left\{E_{1}, \ldots, E_{n}\right\}$ of indeterminates let us abbreviate the polynomial ring $\mathbb{Q}\left[E_{1}, \ldots, E_{n}\right]$ by $\mathbb{Q}[E]$. Let $L=\mathbb{Q}\left[E, E^{-1}\right]$ denote the Laurent polynomial ring in the variables $E$. Furthermore, we use multi-index notation, i. e., if $\alpha=$ $\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}^{n}$, then we simply write $E^{\alpha}$ instead of $E_{1}^{\alpha_{1}} \cdots E_{n}^{\alpha_{n}}$.

Let $\mathbb{H}=\{c \in \mathbb{C} \mid \Im(c)>0\}$ denote the complex upper half-plane.
Let

$$
\eta: \mathbb{H} \rightarrow \mathbb{C}, \quad \tau \mapsto \exp \left(\frac{\pi i \tau}{12}\right) \prod_{n=1}^{\infty}\left(1-q^{n}\right) \text { with } q=q(\tau)=\exp (2 \pi i \tau)
$$

denote the Dedekind eta function.
In the following $N$ denotes a positive integer and $1=\delta_{1}<\delta_{2}<\cdots<\delta_{n}=N$ are the positive divisors of $N$. Let $\Delta:=\left\{\delta_{1}, \ldots, \delta_{n}\right\}$. For convenience, we allow to index $n$-dimensional vectors by the divisors of $N$, instead of the usual index
set $\{1, \ldots, n\}$. For $\delta \in \Delta$ we consider the functions

$$
\eta_{\delta}: \mathbb{H} \rightarrow \mathbb{C}, \quad \tau \mapsto \eta(\delta \tau)
$$

None of these functions is identically zero. We denote for any integer $k$ by $\eta_{\delta}^{k}$ the function

$$
\eta_{\delta}^{k}: \mathbb{H} \rightarrow \mathbb{C}, \quad \tau \mapsto \eta(\delta \tau)^{k} .
$$

We define $R(N)$ to be the set of integer tuples $r=\left(r_{\delta_{1}}, \ldots, r_{\delta_{n}}\right) \in \mathbb{Z}^{n}$. By $R^{*}(N)$ we denote the subset of all tuples $r=\left(r_{\delta}\right)_{\delta \in \Delta}$ of $R(N)$ that fulfil the following conditions.

$$
\begin{align*}
\sum_{\delta \in \Delta} r_{\delta} & =0  \tag{1}\\
\sum_{\delta \in \Delta} \delta r_{\delta} & \equiv 0  \tag{2}\\
\sum_{\delta \in \Delta}(N / \delta) r_{\delta} & \equiv 0  \tag{3}\\
\sqrt{\prod_{\delta \in \Delta} \delta^{r_{\delta}}} & (\bmod 24)  \tag{4}\\
&
\end{align*}
$$

Note that $R^{*}(N)$ is an additive monoid.
If $L$ is a ring and $S$ is a subset of an $L$-module, we denote by $\langle S\rangle_{L}$ the set of $L$-linear combinations of elements of $S$. If $L$ is a field, then $\langle S\rangle_{L}$ is a vector space. If $S \subset L$, then $\langle S\rangle_{L}$ is an ideal of $L$.

We, furthermore, define the following groups.

$$
\begin{aligned}
& S L_{2}(\mathbb{Z})=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \right\rvert\, a, b, c, d \in \mathbb{Z} \wedge a d-b c=1\right\} \\
& \Gamma_{0}(N)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in S L_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \quad(\bmod N)\right\}
\end{aligned}
$$

## 3 The Problem

We are interested in computing a generating set of the kernel of the homomorphism

$$
\phi: \mathbb{Q}\left[E_{\delta_{1}}, \ldots, E_{\delta_{n}}\right] \rightarrow \mathbb{Q}\left[\eta_{\delta_{1}}, \ldots, \eta_{\delta_{n}}\right], \quad \forall \delta \in \Delta: E_{\delta} \mapsto \eta_{\delta} .
$$

ker $\phi$ is an ideal of $\mathbb{Q}\left[E_{\delta_{1}}, \ldots, E_{\delta_{n}}\right]$.
In this article, we call an element of $\operatorname{ker} \phi$ a polynomial relation or just relation, i. e., a relation is a polynomial that when the variables are replaced by the respective ( $\eta$-)functions gives zero.

By Hilbert's basis theorem, the ideal ker $\phi$ is finitely generated. In the following, we show how to compute a list of generators.

In order to do this, we extend $\phi$ to Laurent polynomials.

$$
\begin{gathered}
\Phi: \mathbb{Q}\left[E_{\delta_{1}}, \ldots, E_{\delta_{n}}, E_{\delta_{1}}^{-1}, \ldots, E_{\delta_{n}}^{-1}\right] \rightarrow \mathbb{Q}\left[\eta_{\delta_{1}}, \ldots, \eta_{\delta_{n}}, \eta_{\delta_{1}}^{-1}, \ldots, \eta_{\delta_{n}}^{-1}\right] \\
\forall \delta \in \Delta: E_{\delta} \mapsto \eta_{\delta}
\end{gathered}
$$

In order to ease notation, we let $E=\left\{E_{\delta_{1}}, \ldots, E_{\delta_{n}}\right\}$, and let $L=\mathbb{Q}\left[E, E^{-1}\right]$ denote the Laurent polynomial ring in the variables $E$.

First, we focus on the kernel of $\Phi$. Note that $\left.\Phi\right|_{\mathbb{Q}[E]}=\phi$ and $\operatorname{ker} \phi=\operatorname{ker} \Phi \cap$ $\mathbb{Q}[E]$.

## 4 Reduction of the problem

Let $L^{*}$ be the set of $\mathbb{Q}$-linear combinations of monomials $E^{r} \in L$ with $r \in R^{*}(N)$. In this section we show that $\operatorname{ker} \Phi=\left\langle L^{*} \cap \operatorname{ker} \Phi\right\rangle_{L}$. The stepwise reduction below heavily builds on results from Sections 2-4 of Rad18. In fact, this section concentrates on a reformulation of Radu's results in the language of Laurent polynomials in $\operatorname{ker} \Phi$. We want to show the main idea of the reduction. For the lengthy technical details of the proof we refer to Radu's work.

In his article, Radu uses the transformation properties of the Dedekind $\eta$ function in order to set up certain Vandermonde matrices that together with their invertibility prove that polynomial relations among Dedekind $\eta$-quotients are "linear" combinations of "basic" relations among Dedekind $\eta$-quotients. Here "linear" refers to $L$-linear in our language and "basic" means that each $\eta$-quotient in such a relation is a modular function for $\Gamma_{0}(N)$.

Note that elements of $L$ of the form $E^{r}$ for some $r \in R(N)$ are not elements of $\operatorname{ker} \Phi$, because $\eta$ does not have zeros or poles inside the complex upper half-plane.

Let $L_{k}^{(1)} \subset L$ denote the $\mathbb{Q}$-vector space generated by the monomials $E^{r}$ with

$$
\sum_{\delta \in \Delta} r_{\delta}=k .
$$

## Claim 1.

$$
\operatorname{ker} \Phi=\left\langle L_{0}^{(1)} \cap \operatorname{ker} \Phi\right\rangle_{L}
$$

Proof. An element $p \in \operatorname{ker} \Phi$ can be written as a finite sum of elements, i. e.,

$$
p=\sum_{k=k_{1}}^{k_{2}} p_{k}
$$

where $p_{k} \in L_{k}^{(1)}$. By Rad18, Section 2] it follows that $\Phi(p)=0$ if and only if $\Phi\left(p_{k}\right)=0$ for every $k_{1} \leq k \leq k_{2}$. Thus, it is sufficient to prove for all $k_{1} \leq k \leq k_{2}$ that if $p_{k} \in L_{k}^{(1)} \cap \operatorname{ker} \Phi$, then $p_{k} \in\left\langle L_{0}^{(1)} \cap \operatorname{ker} \Phi\right\rangle_{L}$. Let $k$ be such that $k_{1} \leq k \leq k_{2}, r \in R(N), E^{r} \in L_{k}^{(1)}$, and $p_{k} \in L_{k}^{(1)} \cap \operatorname{ker} \Phi$. Then $E^{-r} \in L_{-k}^{(1)}$ and $E^{-r} p_{k} \in L_{0}^{(1)} \cap \operatorname{ker} \Phi$. Therefore, $p_{k}=E^{r}\left(E^{-r} p_{k}\right) \in\left\langle L_{0}^{(1)} \cap \operatorname{ker} \Phi\right\rangle_{L}$.

Note that elements in $L_{0}^{(1)}$ are $\mathbb{Q}$-linear combinations of monomials of the form $E^{r}$ such that $r \in R(N)$ fulfils (1).

For $k \in\{0, \ldots, 23\}$ we define $L_{k}^{(2)}$ to be the $\mathbb{Q}$-vector subspace of $L_{0}^{(1)}$ spanned by those monomials $E^{r}$ which satisfy

$$
\sum_{\delta \in \Delta} \delta r_{\delta} \equiv k \quad(\bmod 24)
$$

## Claim 2.

$$
\operatorname{ker} \Phi=\left\langle L_{0}^{(2)} \cap \operatorname{ker} \Phi\right\rangle_{L}
$$

Proof. By Claim 1 it is sufficient to show that if $p \in L_{0}^{(1)} \cap \operatorname{ker} \Phi$, then $p \in$ $\left\langle L_{0}^{(2)} \cap \operatorname{ker} \Phi\right\rangle_{L}$. Let $p=\sum_{k=0}^{23} p_{k} \in L_{0}^{(1)} \cap \operatorname{ker} \Phi$ where $p_{k} \in L_{k}^{(2)}$. Since $p \in \operatorname{ker} \Phi$, it follows by [Rad18, Section 3] that $p_{k} \in \operatorname{ker} \Phi$ for every $k \in\{0, \ldots, 23\}$.

Let $k \in\{0, \ldots, 23\}, r \in R(N), E^{r} \in L_{k}^{(2)}$, and $p_{k} \in L_{k}^{(1)} \cap \operatorname{ker} \Phi$. Then $E^{-r} \in$ $L_{23-k}^{(2)}$ and $E^{-r} p_{k} \in L_{0}^{(2)} \cap \operatorname{ker} \Phi$. Thus, $p_{k}=E^{r}\left(E^{-r} p_{k}\right) \in\left\langle L_{0}^{(2)} \cap \operatorname{ker} \Phi\right\rangle_{L}$.

Note that elements in $L_{0}^{(2)}$ are $\mathbb{Q}$-linear combinations of monomials of the form $E^{r}$ such that $r \in R(N)$ fulfils (1) and (2).

For $k \in\{0, \ldots, 23\}$ we define $L_{k}^{(3)}$ to be the $\mathbb{Q}$-vector subspace of $L_{0}^{(2)}$ spanned by those monomials $E^{r}$ which satisfy

$$
\sum_{\delta \in \Delta} \frac{N}{\delta} r_{\delta} \equiv k \quad(\bmod 24)
$$

Then the following claim and its proof are nearly identical to what has been shown above, only that we replace $L_{k}^{(2)}$ by $L_{k}^{(3)}$ and $L_{0}^{(1)}$ by $L_{0}^{(2)}$.

## Claim 3.

$$
\operatorname{ker} \Phi=\left\langle L_{0}^{(3)} \cap \operatorname{ker} \Phi\right\rangle_{L}
$$

Proof. By Claim 2 it is sufficient to show that if $p \in L_{0}^{(2)} \cap \operatorname{ker} \Phi$, then $p \in$ $\left\langle L_{0}^{(3)} \cap \operatorname{ker} \Phi\right\rangle_{L}$. Let $p=\sum_{k=0}^{23} p_{k} \in L_{0}^{(2)} \cap \operatorname{ker} \Phi$ where $p_{k} \in L_{k}^{(3)}$. Since $p \in \operatorname{ker} \Phi$, it follows by [Rad18, Section 3] that $p_{k} \in \operatorname{ker} \Phi$.

Let $k \in\{0, \ldots, 23\}, r \in R(N), E^{r} \in L_{k}^{(3)}$, and $p_{k} \in L_{k}^{(2)} \cap \operatorname{ker} \Phi$. Then $E^{-r} \in$ $L_{23-k}^{(3)}$ and $E^{-r} p_{k} \in L_{0}^{(3)} \cap \operatorname{ker} \Phi$. Thus, $p_{k}=E^{r}\left(E^{-r} p_{k}\right) \in\left\langle L_{0}^{(3)} \cap \operatorname{ker} \Phi\right\rangle_{L}$.

Note that elements in $L_{0}^{(3)}$ are $\mathbb{Q}$-linear combinations of monomials of the form $E^{r}$ such that $r \in R(N)$ fulfils (1), (2), and (3).

Let $\pi_{1}, \ldots, \pi_{s}$ be the primes dividing $N$ and let $u_{\delta j} \in \mathbb{N}$ for $\delta \in \Delta$ and $j \in\{1, \ldots, s\}$ be defined by the prime factorization of $\delta$, i. e., $\delta=\prod_{j=1}^{l} \pi_{j}^{u_{\delta j}}$. We define functions $\varepsilon_{j}: R(N) \rightarrow \mathbb{Z}_{2}$ from $R(N)$ into the Galois field $\mathbb{Z}_{2}$ of order 2 by

$$
r \mapsto \sum_{\delta \in \Delta} r_{\delta} u_{\delta j} \bmod 2
$$

The function $\varepsilon: R(N) \rightarrow \mathbb{Z}_{2}^{s}$ is defined by $r \mapsto\left(\varepsilon_{1}(r), \ldots, \varepsilon_{s}(r)\right)$.
For $e \in \mathbb{Z}_{2}^{s}$ we denote by $L_{e}^{(4)}$ the $\mathbb{Q}$-vector subspace of $L_{0}^{(3)}$ generated by those terms $E^{r} \in L_{0}^{(3)}$, with the property $r \in R(N)$ and $e=\varepsilon(r)$. Clearly, for $r, r^{\prime} \in R(N)$ it holds $\varepsilon\left(r+r^{\prime}\right)=\varepsilon(r)+\varepsilon\left(r^{\prime}\right)$.

Note that $L_{e}^{(4)}$ corresponds to the set $S_{3}(e)$ as defined in Rad18, Section 4].
By $L_{0}^{(4)}$ we denote $L_{e}^{(4)}$ for $e=(0, \ldots, 0) \in \mathbb{Z}_{2}^{s}$.

## Claim 4.

$$
\operatorname{ker} \Phi=\left\langle L_{0}^{(4)} \cap \operatorname{ker} \Phi\right\rangle_{L}
$$

Proof. By Claim 3 it is sufficient to show that if $p \in L_{0}^{(3)} \cap \operatorname{ker} \Phi$, then $p \in$ $\left\langle L_{0}^{(4)} \cap \operatorname{ker} \Phi\right\rangle_{L}$. Let $p=\sum_{e \in \mathbb{Z}_{2}^{s}} p_{e} \in L_{0}^{(3)} \cap \operatorname{ker} \Phi$ with $p_{e} \in L_{e}^{(4)}$. By Rad18, Section 4] it follows that $p_{e} \in \operatorname{ker} \Phi$ for all $e \in \mathbb{Z}_{2}^{s}$. Now fix $e \in \mathbb{Z}_{2}^{s}$ and let $E^{r}, E^{r^{\prime}} \in L_{e}^{(4)}$ be two monomials. By additivity of $\varepsilon$, we conclude $E^{r+r^{\prime}} \in$ $L_{0}^{(4)}$. Let $r \in R(N), E^{r} \in L_{e}^{(4)}$. Then $E^{r} p_{e} \in L_{0}^{(4)} \cap \operatorname{ker} \Phi$. Therefore, $p_{e}=$ $E^{-r}\left(E^{r} p_{e}\right) \in\left\langle L_{0}^{(4)} \cap \operatorname{ker} \Phi\right\rangle_{L}$.

Note that $L_{0}^{(4)}$ is a $\mathbb{Q}$-linear combination of monomials of the form $E^{r}$ such that $r \in R(N)$ fulfils (1), (2), (3), and (4), i. e., $r \in R^{*}(N)$, therefore, we define $L^{*}:=L_{0}^{(4)}=\left\langle E^{r} \mid r \in R^{*}(N)\right\rangle_{\mathbb{Q}} \subset L$.

## 5 From $R^{*}(N)$ to $R^{\infty}(N)$

Since $R^{*}(N)$ is an additive monoid, $L^{*}$ is a ring and we can write $L^{*}=\mathbb{Q}\left[E^{r} \mid r \in R^{*}(N)\right]$. In this section we are going to define a (finitely generated) submonoid $R^{\infty}(N) \subset$ $R^{*}(N)$ such that

$$
\operatorname{ker} \Phi=\left\langle L^{\infty} \cap \operatorname{ker} \Phi\right\rangle_{L}
$$

where $L^{\infty}:=\mathbb{Q}\left[E^{r} \mid r \in R^{\infty}(N)\right]$. The motivation for passing from $R^{*}(N)$ to $R^{\infty}(N)$ is that it eventually allows us to feed Laurent series that are related to $R^{\infty}(N)$ into a computer algebra system and actually compute a basis of all the relations among the $\eta$-functions of level $N$.

Informally speaking, $R^{\infty}(N)$ corresponds to the set of $\eta$-quotients that have poles (if any) only at infinity.

Definition 5.1. For any $c, \delta \in \Delta, r \in R(N)$ let us define

$$
\begin{align*}
a_{N}(c, \delta) & :=\frac{N / c}{\operatorname{gcd}(N / c, c)} \frac{\operatorname{gcd}(c, \delta)^{2}}{\delta} \\
\operatorname{ord}_{c}^{N}(r) & :=\frac{1}{24} \sum_{\delta \in \Delta} a_{N}(c, \delta) r_{\delta} \tag{5}
\end{align*}
$$

and

$$
\begin{equation*}
g_{r}(\tau):=\prod_{\delta \in \Delta} \eta(\delta \tau)^{r_{\delta}} \tag{6}
\end{equation*}
$$

In [Rad15, Def. 1], ord ${ }_{\gamma}^{N}(f)$ is defined for a modular function $f: \mathbb{H} \rightarrow \mathbb{C}$ and $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L_{2}(\mathbb{Z})$ to be $n_{\gamma}$ such that $a_{\gamma}\left(n_{\gamma}\right) \neq 0$ in the expansion

$$
f(\gamma \tau)=\sum_{n=n_{\gamma}}^{\infty} a_{\gamma}(n) e^{2 \pi i n \tau \operatorname{gcd}\left(c^{2}, N\right) / N}
$$

Theorem 23 of Rad15] is important to find the order $n_{\gamma}$ of $g_{r}(\gamma \tau)$ simply from $r$ and $c$ without explicitly expanding it into a series. It is used in the proof of Lemma 5.7. In our notation it can be formulated as follows.

Lemma 5.2. Let $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in S L_{2}(\mathbb{Z})$ with $c \in \Delta$. If $r \in R^{*}(N)$, then $\operatorname{ord}_{\gamma}^{N}\left(g_{r}\right)=\operatorname{ord}_{c}^{N}(r)$.

Similar to the "valence matrix" in New57, we define an (integer) matrix that is indexed by the positive divisors of $N$. The rows (indexed by $c$ ) correspond to cusps $\frac{a}{c}$ for some $a \in \mathbb{Z}$ with $\operatorname{gcd}(a, c)=1$.

$$
A_{N}:=\left(a_{N}(c, \delta)\right)_{c, \delta \in \Delta}
$$

Note that Newman only deals with $N$ that are squarefree. The non-squarefree case is compensated by the additional quotient $\operatorname{gcd}(N / c, c)$, compare with Notation 3.2.6 in Lig75.

According to [Rad18, Lemma 5.3], there are $\varphi(\operatorname{gcd}(N / c, c))$ different cusps $\frac{a}{c}$ of $\Gamma_{0}(N)$ that correspond to a divisor $c$ of $N$ (i.e., to the row with index $c$ in $A_{N}$ ) where $\varphi$ is Euler's totient function. As a preparation for Lemma 5.7. we introduce a row vector

$$
V_{N}=(\varphi(\operatorname{gcd}(N / c, c)))_{c \in \Delta}
$$

and functions

$$
v_{\delta}(N, c):=\varphi(\operatorname{gcd}(N / c, c)) a_{N}(c, \delta)
$$

such that $V_{N} A_{N}=\left(\sum_{c \in \Delta} v_{\delta}(N, c)\right)_{\delta \in \Delta}$.
For the proof of Lemma 5.4, we need an auxiliary result.

Lemma 5.3. For any $0 \neq \alpha \in \mathbb{N}, 0 \leq m \leq \alpha$, we have $\sum_{d \mid p^{\alpha}} v_{p^{m}}\left(p^{\alpha}, d\right)=$ $p^{\alpha}+p^{\alpha-1}$.
Proof.

$$
\begin{aligned}
\sum_{k=0}^{\alpha} v_{p^{m}}\left(p^{\alpha}, p^{k}\right) & =v_{p^{m}}\left(p^{\alpha}, 1\right)+v_{p^{m}}\left(p^{\alpha}, p^{\alpha}\right)+\sum_{k=1}^{\alpha-1} V_{p^{m}}\left(p^{\alpha}, p^{k}\right) \\
& =p^{\alpha-m}+p^{m}+\sum_{k=1}^{\alpha-1} \varphi\left(\operatorname{gcd}\left(p^{\alpha-k}, p^{k}\right)\right) \frac{p^{\alpha-k}}{\operatorname{gcd}\left(p^{\alpha-k}, p^{k}\right)} \frac{\operatorname{gcd}\left(p^{k}, p^{m}\right)^{2}}{p^{m}} \\
& =p^{\alpha-m}+p^{m}+\sum_{k=1}^{\alpha-1} \varphi\left(p^{\min (\alpha-k, k)}\right) p^{\alpha-k-\min (\alpha-k, k)+2 \min (k, m)-m} \\
& =p^{\alpha-m}+p^{m}+\sum_{k=1}^{\alpha-1}(p-1) p^{\alpha-1-k+2 \min (k, m)-m}
\end{aligned}
$$

For $m=0$ we get $\sum_{k=0}^{\alpha} v_{p^{m}}\left(p^{\alpha}, p^{k}\right)=p^{\alpha}+1+\sum_{k=1}^{\alpha-1}(p-1) p^{\alpha-1-k}=p^{\alpha}+p^{\alpha-1}$. If $0<m \leq \alpha$, then

$$
\begin{aligned}
\sum_{k=0}^{\alpha} v_{p^{m}}\left(p^{\alpha}, p^{k}\right) & =p^{\alpha-m}+p^{m}+\sum_{k=1}^{m-1}(p-1) p^{\alpha-1+k-m}+\sum_{k=m}^{\alpha-1}(p-1) p^{\alpha-1-k+m} \\
& =p^{\alpha-m}+p^{m}+(p-1) p^{\alpha-m} \sum_{k=0}^{m-2} p^{k}+(p-1) p^{m} \sum_{k=0}^{\alpha-m-1} p^{k} \\
& =p^{\alpha-m}+p^{m}+p^{\alpha-m}\left(p^{m-1}-1\right)+p^{m}\left(p^{\alpha-m}-1\right) \\
& =p^{\alpha-m}+p^{m}+p^{\alpha-1}-p^{\alpha-m}+p^{\alpha}-p^{m}=p^{\alpha}+p^{\alpha-1}
\end{aligned}
$$

Lemma 5.4. $V_{N} A_{N}=N \prod_{p \mid N}\left(1+\frac{1}{p}\right) \cdot(1, \ldots, 1)$.
Proof. We have to show that the value of $\sum_{c \in \Delta} v_{\delta}(N, c)$ is independent of $\delta$. Clearly, if $p$ is a prime that divides $N$, i.e., $N=N^{\prime} p^{\alpha}$ for some $\alpha>0$, and $\delta=\delta^{\prime} p^{m}, c=c^{\prime} p^{k}$ with $\operatorname{gcd}\left(p, N^{\prime}\right)=\operatorname{gcd}\left(p, \delta^{\prime}\right)=\operatorname{gcd}\left(p, c^{\prime}\right)=1$, then $v_{\delta}(N, c)=$ $v_{\delta^{\prime}}\left(N^{\prime}, c^{\prime}\right) v_{p^{m}}\left(p^{\alpha}, p^{k}\right)$.

Since the divisors of $N$ can be written as a disjoint union according to the respective power of $p$ they contain, we can write

$$
\begin{aligned}
\sum_{c \mid N} v_{\delta}(N, c) & =\sum_{c^{\prime} \mid N^{\prime}} \sum_{d \mid p^{\alpha}} v_{\delta}\left(N, c^{\prime} d\right)=\sum_{c^{\prime} \mid N^{\prime}} \sum_{d \mid p^{\alpha}} v_{\delta^{\prime}}\left(N^{\prime}, c^{\prime}\right) v_{p^{m}}\left(p^{\alpha}, d\right) \\
& =\sum_{c^{\prime} \mid N^{\prime}} v_{\delta^{\prime}}\left(N^{\prime}, c^{\prime}\right) \cdot \sum_{d \mid p^{\alpha}} v_{p^{m}}\left(p^{\alpha}, d\right) .
\end{aligned}
$$

Together with $\sum_{d \mid p^{\alpha}} v_{p^{m}}\left(p^{\alpha}, d\right)=p^{\alpha}\left(1+\frac{1}{p}\right), 0 \leq m \leq \alpha$, the result follows by induction over the number of prime divisors of $N$.

For the proof of Lemma 5.7 we need two results from the work of Newman.
Lemma 5.5. [New59, Theorem 1] If $r \in R^{*}(N)$, then $g_{r}(\tau)$ is a modular function on $\Gamma_{0}(N)$.

Lemma 5.6. New57, Theorem 4] Let $r \in R(N)$, then $g_{r}(\tau)=1$ for all $\tau \in \mathbb{H}$ if and only if $r=(0, \ldots, 0)$.

Lemma 5.7. The matrix $A_{N}$ is invertible.
Proof. The proof is along the lines of the proof of Lemma 3 in New57. Suppose $\operatorname{det}\left(A_{N}\right)=0$. Then there is a vector $r \in R(N)$ such that $A_{N} r=0$ and $r_{\delta} \neq 0$ for at least one $\delta \in \Delta$. Since $V_{N} A_{N} r=0$, we conclude from Lemma 5.4 that (1) holds for such an $r$. We may assume that each component of $r$ is a multiple of 24, thus, we can take $r \in R^{*}(N)$. Then, by Lemma 5.5, $g_{r}$ is a modular function on $\Gamma_{0}(N)$. The function $g_{r}$ does not have zeroes or poles on the complex upper half-plane, since $\eta$ does not have zeroes or poles. The cusps of $\Gamma_{0}(N)$ can be assumed to be of the form $\frac{a}{c}$ with $a, c \in \mathbb{Z}, \operatorname{gcd}(a, c)=1, c \in \Delta$, cf. Rad18, Lemma 5.3]. Note that $c=\stackrel{c}{N}$ corresponds to the cusp at infinity. From $A_{N} r=0$, (5) and Lemma 5.2 it follows that the function $g_{r}$ has zero order at all the cusps. Thus, it must be constant, i. e., $g_{r}(\tau)=1$ for all $\tau \in \mathbb{H}$. By Lemma 5.6 it follows that $r$ is the zero vector and, thus, the Lemma is proved.

Let

$$
R^{\infty}(N):=\left\{r \in R^{*}(N) \mid \forall c \in \mathbb{N}:\left(0<c<N \wedge c \mid N \Longrightarrow \operatorname{ord}_{c}^{N}(r) \geq 0\right)\right\}
$$

Note that the set $\left\{g_{r} \mid r \in R^{\infty}(N)\right\}$ is the same as $E^{\infty}(N)$ in Rad15.
Let $K \in \mathbb{N}$ be the (positive) least common multiple of all denominators of the entries of $A_{N}^{-1}$. Let $\varrho=24 K A_{N}^{-1}(1, \ldots, 1,0)^{T}$. Obviously, $\varrho \in R^{*}(N)$ and by construction $\operatorname{ord}_{c}^{N}(\varrho)=K$ for every $c \in \Delta$ with $c \neq N$ and $\operatorname{ord}_{N}^{N}(\varrho)=0$. Thus, $\varrho \in R^{\infty}(N)$ and for any $r \in R^{*}(N)$ there exists $d \in \mathbb{N}$ such that

$$
\begin{equation*}
r+d \varrho \in R^{\infty}(N) \tag{7}
\end{equation*}
$$

## Lemma 5.8.

$$
\operatorname{ker} \Phi=\left\langle L^{\infty} \cap \operatorname{ker} \Phi\right\rangle_{L}
$$

Proof. It is sufficient to show that if $p \in L^{*} \cap \operatorname{ker} \Phi$, then $p \in\left\langle L^{\infty} \cap \operatorname{ker} \Phi\right\rangle_{L}$. Let $E^{r}$ be a monomial of $p$. Then by $(7)$ there is $d_{r} \in \mathbb{N}$ such that $\left(E^{\varrho}\right)^{d_{r}} E^{r} \in L^{\infty}$. If we choose $d$ as the maximum of all such $d_{r}$ for all monomials of $p$, then clearly, $\left(E^{\varrho}\right)^{d} p \in L^{\infty} \cap \operatorname{ker} \Phi$. Therefore, $p=E^{-d \varrho}\left(E^{d \varrho} p\right) \in\left\langle L^{\infty} \cap \operatorname{ker} \Phi\right\rangle_{L}$

## $6 \quad L^{\infty}$ is finitely generated

We have shown that ker $\Phi$ is generated by elements of $L^{\infty}=\mathbb{Q}\left[E^{r} \mid r \in R^{\infty}(N)\right]$. Now we show that $L^{\infty}$ can be generated (as a polynomial ring over $\mathbb{Q}$ ) by finitely many elements. We can prove this statement by means of the following lemma.

Lemma 6.1. DLHK13, Lemma 2.6.8]. Let $A \in \mathbb{Q}^{m \times n}$ be an $m \times n$ matrix, $b \in \mathbb{Q}^{m}$ be a column vector, $P=\left\{z \in \mathbb{R}^{n} \mid A z \leq b\right\}$, and $C=\left\{z \in \mathbb{R}^{n} \mid A z \leq 0\right\}$. If $P \cap \mathbb{Z}^{n} \neq \emptyset$, then there exist finitely many points $z_{1}, \ldots, z_{s} \in P \cap \mathbb{Z}^{n}$ and $h_{1}, \ldots, h_{k} \in C \cap \mathbb{Z}^{n}$ such that every solution $z \in P \cap \mathbb{Z}^{n}$ can be written as $z=z_{i}+\sum_{j=1}^{k} n_{j} h_{j}$ for some $i \in\{1, \ldots, s\}$ and $n_{j} \in \mathbb{N}$ for all $j=1, \ldots, k$. Moreover $C \cap \mathbb{Z}^{n}=\left\langle h_{1}, \ldots, h_{k}\right\rangle_{\mathbb{N}}$.

Lemma 6.2. $R^{\infty}(N)$ is a finitely generated (additive) monoid.
Proof. In order to apply Lemma 6.1, we construct a matrix $A$ by stacking matrices $B_{N},-B_{N}$, and $-A_{N}^{\infty}$ on top of each other.

The matrix $B_{N}$ encodes the conditions for $r \in R^{*}(N)$ and $A_{N}^{\infty}$ encodes the conditions about the orders for cusps not at infinity, i. e., that $r \in R^{\infty}(N)$.

For the conditions (2), (3), and (4) we introduce additional variables $b_{\infty}$, $b_{0}$, and $b_{1}, \ldots, b_{s}$ in order to turn the "mod $24 "$ and the square root condition into an integer problem. These additional variables enter our problem transformation for Lemma 6.1, but are otherwise irrelevant for us. Let $z=$ $\left(r_{\delta_{1}}, \ldots, r_{\delta_{n}}, b_{\infty}, b_{0}, b_{1}, \ldots b_{s}\right)^{T}$ be the column vector that corresponds to the $r$ variables and the additional variables. We transform the question about a finite generating set for $R^{\infty}(N)$ into a problem about the (integer) solutions of the system $A z \leq 0$.

We define

$$
B_{N}:=\left[\begin{array}{cccccccc}
1 & \cdots & 1 & 0 & 0 & 0 & \ldots & 0  \tag{8}\\
\delta_{1} & \cdots & \delta_{n} & 24 & 0 & 0 & \ldots & 0 \\
N / \delta_{1} & \cdots & N / \delta_{n} & 0 & 24 & 0 & \ldots & 0 \\
u_{\delta_{1} 1} & \cdots & u_{\delta_{n} 1} & 0 & 0 & 2 & \ldots & 0 \\
\vdots & & \vdots & 0 & 0 & 0 & \ddots & 0 \\
u_{\delta_{1} s} & \cdots & u_{\delta_{n} s} & 0 & 0 & 0 & \ldots & 2
\end{array}\right]
$$

where $s$ and the $u_{\delta j}$ are defined as in the text before Claim 4 by the prime factorization of the divisors of $N$. Then $B_{N} z=0$ corresponds to the condition $r \in R^{*}(N)$ from Section 2. Furthermore, with

$$
A_{N}^{\infty}:=\left[\begin{array}{cccccc}
a_{N}\left(\delta_{1}, \delta_{1}\right) & \ldots & a_{N}\left(\delta_{1}, \delta_{N}\right) & 0 & \ldots & 0  \tag{9}\\
\vdots & & \vdots & \vdots & & \vdots \\
a_{N}\left(\delta_{n-1}, \delta_{1}\right) & \ldots & a_{N}\left(\delta_{n-1}, \delta_{N}\right) & 0 & \ldots & 0
\end{array}\right]
$$

the inequality $A_{N}^{\infty} z \geq 0$ for $r \in R^{*}(N)$ encodes $\operatorname{ord}_{c}^{N}(r) \geq 0$ for every $c \in \Delta$ with $c \neq N$.

By Lemma 6.1 we can conclude that there are finitely many $\varrho_{1}, \ldots, \varrho_{k} \in$ $R^{\infty}(N)$ such that $\left\langle\varrho_{1}, \ldots, \varrho_{k}\right\rangle_{\mathbb{N}}=R^{\infty}(N)$.

Let $\varrho_{1}, \ldots, \varrho_{k}$ be such that $\left\langle\varrho_{1}, \ldots, \varrho_{k}\right\rangle_{\mathbb{N}}=R^{\infty}(N)$. For $\kappa \in\{1, \ldots, k\}$ let $m_{\kappa}:=E^{\varrho_{\kappa}}$. Then $L^{\infty}=\mathbb{Q}\left[E^{r} \mid r \in R^{\infty}(N)\right]=\mathbb{Q}\left[m_{1}, \ldots, m_{k}\right]$.

## 7 From ring to ideal

By Lemma 5.8 we now have $\operatorname{ker} \Phi=\left\langle\mathbb{Q}\left[m_{1}, \ldots, m_{k}\right] \cap \operatorname{ker} \Phi\right\rangle_{L}$, i. e., any relation among $\eta$-functions of a certain level can be expressed as an $L$-linear combination of polynomials of a finite number of $\eta$-quotients corresponding to $m_{1}, \ldots, m_{k}$ whose coefficients are in $\mathbb{Q}$. In other words, we would like to find polynomials $p \in \mathbb{Q}\left[m_{1}, \ldots, m_{k}\right]$ such that $\Phi(p)=0$. In order to do this, we first transform the problem in such a way that we can employ the algorithm samba from Hem18. It leads to temporarily working with an ideal in the polynomial ring $\mathbb{Q}[Z, M]$ only to later eliminate the $Z$-variables to obtain an ideal $J^{(M)}$ along the lines of the ideas from KZ08]. Substitution of the indeterminates $M_{1}, \ldots, M_{k}$ by the respective $m_{1}, \ldots, m_{k}$ eventually gives a better representation for $\operatorname{ker} \Phi$.

Note that any element of $\Phi\left(L^{\infty}\right)$ can be expressed in the ring $\mathbb{Q}((q))$ of Laurent series in $q=\exp (2 \pi i \tau)$. Let $S \subset \mathbb{Q}((q))$ be the set of all Laurent series corresponding to $\Phi\left(L^{\infty}\right)$. In the following, we identify $\Phi\left(L^{\infty}\right)$ with $S$. We denote by $\operatorname{ord}_{q}(\mathfrak{f})$ the smallest power of $q$ that appears in $\mathfrak{f} \in \mathbb{Q}((q))$ with a non-zero coefficient.

In Hem18, samba works with a ring $C$ of coefficients being a Euclidean domain. In case that $C$ is a field, which applies here with $C=\mathbb{Q}$, samba can be presented in the following, slightly simpler, form.

Input: $\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{r} \in S \backslash\{0\} \subset \mathbb{Q}((q)), \operatorname{ord}_{q}\left(\mathfrak{m}_{1}\right)<0$.
Output: $B=\left\{\mathfrak{z}_{1}, \ldots, \mathfrak{z}_{l}\right\} \subset A=\mathbb{Q}\left[\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{r}\right]$ such that for $\mathfrak{f} \in S$ holds reduce $_{\mathfrak{m}_{1}, B}(\mathfrak{f})=0$ iff $\mathfrak{f} \in A$.

```
\(B:=\{1\}\)
\(B_{\text {crit }}:=\left\{\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{r}\right\}\)
\(d:=-\operatorname{ord}_{q}\left(\mathfrak{m}_{1}\right)\)
\(P:=\emptyset\)
while \(B_{\text {crit }} \cup P \neq \emptyset\) do
    \(\mathfrak{u}:=\) "take one element from \(B_{\text {crit }} \cup P\) and remove it from \(B_{\text {crit }}\) and \(P\) "
    \(\mathfrak{u}^{\prime}:=\operatorname{reduce}_{\mathfrak{m}_{1}, B}(\mathfrak{u})\)
    if \(\mathfrak{u}^{\prime} \neq 0\) then
        \(B_{\text {crit }}:=B_{\text {crit }} \cup\left\{\mathfrak{b} \in B \mid \mathfrak{u}^{\prime} \unlhd_{d} \mathfrak{b}\right\}\)
        \(B:=\left(B \backslash B_{\text {crit }}\right) \cup\left\{\mathfrak{u}^{\prime}\right\}\)
        \(P:=\left\{\mathfrak{b}_{1} \mathfrak{b}_{2} \mid \mathfrak{b}_{1}, \mathfrak{b}_{2} \in B \backslash\{1\}\right\}\)
return \(B\)
```

In our case, the relation $\unlhd_{d}$ is for some positive natural number $d$ defined by

$$
\mathfrak{f} \unlhd_{d} \mathfrak{b} \Longleftrightarrow \operatorname{ord}_{q}(\mathfrak{f}) \equiv_{d} \operatorname{ord}_{q}(\mathfrak{b}) \wedge \operatorname{ord}_{q}(\mathfrak{f})>\operatorname{ord}_{q}(\mathfrak{b})
$$

where $\equiv_{d}$ stands for "congruent modulo $d$ ".
The function application reduce $\mathfrak{m}_{1_{1}, B}(\mathfrak{u})$ finds an element $\mathfrak{b} \in B$ such that $\mathfrak{b} \unlhd_{d} \mathfrak{u}$ (if there is any) and computes $\mathfrak{u}^{\prime}:=\mathfrak{u}-c \mathfrak{m}_{1}^{k} \mathfrak{b}$ (for an appropriate $c \in \mathbb{Q}$, $k \in \mathbb{N}$ such that the term of lowest order in $\mathfrak{u}$ vanishes) and repeats these steps with $\mathfrak{u}:=\mathfrak{u}^{\prime}$ until $\mathfrak{u}^{\prime}=0$ or no appropriate $\mathfrak{b} \in B$ can be found. Note that although Laurent series (infinite objects) are involved in such a reduction, it is a finite process. Since all elements of $S$ correspond to modular functions with a
pole (if any) at infinity, we have the following property:

$$
\begin{equation*}
\mathfrak{f} \in S \wedge \operatorname{ord}_{q}(\mathfrak{f})>0 \Longrightarrow \mathfrak{f}=0 \tag{10}
\end{equation*}
$$

Thus, the reduction process for $\mathfrak{u}$ can stop, if $\operatorname{ord}_{q}\left(\mathfrak{u}^{\prime}\right)>0$ and conclude that $\mathfrak{u}^{\prime}=0$. We get $\mathfrak{u}^{\prime}=0$ or $\mathfrak{u}^{\prime} \unlhd_{d} \mathfrak{u}$, i. e., the order (weakly) increases during the reduction.

For $\kappa \in\{1, \ldots, k\}$ let $\mathfrak{m}_{\kappa}:=\Phi\left(m_{\kappa}\right)$. Since $\varrho_{\kappa} \in R^{\infty}(N), \mathfrak{m}_{\kappa}$ can be identified with the respective Laurent series from $S$. Note that $\operatorname{ord}_{q}\left(\mathfrak{m}_{\kappa}\right)=$ $\operatorname{ord}_{N}^{N}\left(\varrho_{\kappa}\right) \cdot \mathbb{Q}\left[\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{k}\right]$ is a subring of $S$. Thus, we can apply algorithm samba to $\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{k}$ and obtain elements $\mathfrak{z}_{1}, \ldots, \mathfrak{z}_{l} \in \mathbb{Q}\left[\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{k}\right]$ with $\mathfrak{z}_{1}=1$ such that

$$
\begin{equation*}
\mathbb{Q}\left[\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{k}\right]=\left\langle\mathfrak{z}_{1}, \ldots, \mathfrak{z}_{l}\right\rangle_{\mathbb{Q}\left[\mathfrak{m}_{1}\right]} . \tag{11}
\end{equation*}
$$

Furthermore, the treatment of $B_{\text {crit }}$ in samba ensures $\operatorname{ord}_{q}\left(\mathfrak{z}_{i}\right) \not \equiv_{d} \operatorname{ord}_{q}\left(\mathfrak{z}_{j}\right)$ for any $1 \leq i<j \leq l$, in other words, there are no non-trivial $\mathbb{Q}\left[\mathfrak{m}_{1}\right]$-linear relations among the $\mathfrak{z}_{1}, \ldots, \mathfrak{z}_{l}$, i. e.,

$$
\begin{equation*}
v_{1}, \ldots, v_{l} \in \mathbb{Q}\left[M_{1}\right] \wedge v_{1}\left(\mathfrak{m}_{1}\right) \mathfrak{z}_{1}+\cdots+v_{l}\left(\mathfrak{m}_{1}\right) \mathfrak{z}_{l}=0 \Longrightarrow v_{1}=\cdots=v_{l}=0 \tag{12}
\end{equation*}
$$

Let $\mathbb{Q}[Z, M]$ denote the polynomial ring $\mathbb{Q}\left[Z_{1}, \ldots, Z_{l}, M_{1}, \ldots, M_{k}\right]$. As a consequence of 11], there are polynomials $\left(\kappa \in\{1, \ldots, k\}, j, j^{\prime}, \lambda \in\{1, \ldots, l\}\right)$

$$
\begin{gather*}
v_{\kappa \lambda}, v_{j j^{\prime} \lambda} \in \mathbb{Q}\left[M_{1}\right],  \tag{13}\\
p_{\kappa}:=M_{\kappa}-\sum_{\lambda=1}^{l} v_{\kappa \lambda}\left(M_{1}\right) Z_{\lambda} \in \mathbb{Q}[Z, M],  \tag{14}\\
p_{j j^{\prime}}:=Z_{j} Z_{j^{\prime}}-\sum_{\lambda=1}^{l} v_{j j^{\prime} \lambda}\left(M_{1}\right) Z_{\lambda} \in \mathbb{Q}[Z, M] \tag{15}
\end{gather*}
$$

such that (by plugging in the corresponding Laurent series)

$$
p_{\kappa}(\mathfrak{z}, \mathfrak{m})=0, \quad p_{j j^{\prime}}(\mathfrak{z}, \mathfrak{m})=0
$$

The polynomials $v_{\kappa \lambda}, v_{j j^{\prime} \lambda}$ can easily be obtained by reducing $\mathfrak{m}_{\kappa}$ and $\mathfrak{z} j \mathfrak{z} j^{\prime}$ to zero by the module basis elements $\mathfrak{z}_{1}, \ldots, \mathfrak{z}_{l}$ and keeping track of the cofactors in this reduction. Note that even though this reduction to zero deals with Laurent series, these are Laurent series coming from $R^{\infty}(N)$ and, thus, it is a finite process. The reduction can stop, as soon as an element of positive order is obtained.

We can form the ideal $J^{(Z, M)}$ in $\mathbb{Q}[Z, M]$ generated by

$$
\begin{equation*}
\left\{p_{1}, \ldots, p_{k}\right\} \cup\left\{p_{j j^{\prime}} \mid j, j^{\prime} \in\{1, \ldots, l\}\right\} \tag{16}
\end{equation*}
$$

This ideal contains every relation among the $\mathfrak{m}_{\kappa}$ and $\mathfrak{z}_{j}$. For a proof, suppose $f \in \mathbb{Q}[Z, M]$ with $f(\mathfrak{z}, \mathfrak{m})=0$. Then, using (14) and (15), we can reduce $f$ to a polynomial $f^{\prime}$ of the form $f^{\prime}=v_{1}\left(M_{1}\right) Z_{1}+\cdots+v_{l}\left(M_{1}\right) Z_{l}$ with $v_{1}, \ldots, v_{l} \in \mathbb{Q}\left[M_{1}\right]$ and $f^{\prime}(\mathfrak{z}, \mathfrak{m})=0$. By $\sqrt[12]{ }$, we conclude $v_{1}=\cdots=v_{l}=0$ and thus $f \in J^{(Z, M)}$.

The intersection of $J^{(Z, M)}$ with $\mathbb{Q}[M]$ gives an ideal $J^{(M)}$ that represents all relations among the $\mathfrak{m}_{\kappa}$. In principle, generators for the ideal $J^{(M)}$ can be obtained by computing a Gröbner basis (see [Buc65] or [BW93]) of (16) with respect to an elimination term ordering. However, employing an extended form of the algorithm samba allows us to avoid such a Gröbner basis computation. The extended form of samba keeps track of all the transformations during its run and thus yields not only $\mathfrak{z}_{1}, \ldots, \mathfrak{z}_{l}$, but also polynomials $f_{\lambda} \in \mathbb{Q}[M]$ such that

$$
\begin{equation*}
\mathfrak{z}_{\lambda}=f_{\lambda}(\mathfrak{m})=f_{\lambda}\left(\mathfrak{m}_{1}, \ldots, \mathfrak{m}_{k}\right) \tag{17}
\end{equation*}
$$

for every $\lambda \in\{1, \ldots, l\}$. By replacing each indeterminate $Z_{\lambda}$ by $f_{\lambda}(\lambda \in\{1, \ldots, l\})$, we can transform (14) and 15 into

$$
\begin{align*}
h_{\kappa} & :=M_{\kappa}-\sum_{\lambda=1}^{l} v_{\kappa \lambda} f_{\lambda} \in \mathbb{Q}[M],  \tag{18}\\
h_{j j^{\prime}} & :=f_{j} f_{j^{\prime}}-\sum_{\lambda=1}^{l} v_{j j^{\prime} \lambda} f_{\lambda} \in \mathbb{Q}[M] . \tag{19}
\end{align*}
$$

Then,

$$
\begin{equation*}
H^{(M)}:=\left\{h_{1}, \ldots, h_{k}\right\} \cup\left\{h_{j j^{\prime}} \mid j, j^{\prime} \in\{1, \ldots, l\}\right\} \subseteq \mathbb{Q}[M] \tag{20}
\end{equation*}
$$

is a set of generators for the ideal of relations among the $\mathfrak{m}_{\kappa}$. In other words, $h(\mathfrak{m})=0$ for every $h \in\left\langle H^{(M)}\right\rangle_{\mathbb{Q}[M]}$. Clearly, $\left\langle H^{(M)}\right\rangle_{\mathbb{Q}[M]} \subseteq J^{(M)}$. In order to show $\left\langle H^{(M)}\right\rangle_{\mathbb{Q}[M]} \supseteq J^{(M)}$, take $h \in J^{(M)}$. Because $J^{(M)} \subset J^{(Z, M)}$, there exist polynomials $w_{k}, w_{j j^{\prime}} \in \mathbb{Q}[Z, M]\left(\kappa \in\{1, \ldots, k\}, j, j^{\prime} \in\{1, \ldots, l\}\right)$ such that

$$
\begin{equation*}
h=\sum_{\kappa=1}^{k} w_{\kappa} p_{\kappa}+\sum_{j=1}^{l} \sum_{j^{\prime}=1}^{l} w_{j j^{\prime}} p_{j j^{\prime}} . \tag{21}
\end{equation*}
$$

Because of 17), each indeterminate $Z_{\lambda}$ in 21) can be replaced by $f_{\lambda}(\lambda \in$ $\{1, \ldots, l\})$. Since with this replacements $p_{\kappa}$ becomes $h_{\kappa}$ and $p_{j j^{\prime}}$ becomes $h_{j j^{\prime}}$, (21) turns into an equation that shows $h \in\left\langle H^{(M)}\right\rangle_{\mathbb{Q}[M]}$. Therefore, $J^{(M)}=$ $\left\langle H^{(M)}\right\rangle_{\mathbb{Q}[M]}$.

If we plug in the $m_{\kappa}\left(=E^{\varrho_{\kappa}}\right)$ for the $M_{\kappa}$ in the polynomials of $H^{(M)}$, we obtain the set

$$
\begin{equation*}
H^{L}:=\left\{h_{1}(m), \ldots, h_{k}(m)\right\} \cup\left\{h_{j j^{\prime}}(m) \mid j, j^{\prime} \in\{1, \ldots, l\}\right\} \subseteq L \tag{22}
\end{equation*}
$$

Clearly, $H^{L} \subset \operatorname{ker} \Phi$. By construction of $H^{L}$ and from Lemma 5.8, we get

$$
\operatorname{ker} \Phi=\left\langle\mathbb{Q}\left[m_{1}, \ldots, m_{k}\right] \cap \operatorname{ker} \Phi\right\rangle_{L}=\left\langle H^{L}\right\rangle_{L}
$$

We are left with the problem of computing a generating set for the intersection $\operatorname{ker} \Phi \cap \mathbb{Q}[E]=\operatorname{ker} \phi$. A solution to this problem is well-known in the computer algebra community.

Let us denote by $P=\mathbb{Q}[E, Y]$ the polynomial ring in the variables $E=$ $\left\{E_{\delta} \mid \delta \in \Delta\right\}$ and $Y=\left\{Y_{\delta} \mid \delta \in \Delta\right\}$. Let $U=\left\{1-E_{\delta} Y_{\delta} \mid \delta \in \Delta\right\}$ and $I=\langle U\rangle_{P}$ be the ideal generated by the elements of $U$. By [Sim94, Proposition 7.1], ker $\chi=$ $I$ for the surjective homomorphism $\chi: P \rightarrow L$ with $\chi\left(E_{\delta}\right)=E_{\delta}$ and $\chi\left(Y_{\delta}\right)=E_{\delta}^{-1}$ for every $\delta \in \Delta$, i. e., $P / I \cong L$.

Let $\chi^{\prime}: L \rightarrow P$ be such that $\chi^{\prime}\left(E_{\delta}\right)=E_{\delta}, \chi^{\prime}\left(E_{\delta}^{-1}\right)=Y_{\delta}$, i. e., $\chi\left(\chi^{\prime}(f)\right)=f$ for every $f \in L$. Then $\operatorname{ker} \phi=\operatorname{ker} \Phi \cap \mathbb{Q}[E]=\left\langle\chi^{\prime}\left(H^{L}\right) \cup U\right\rangle_{P} \cap \mathbb{Q}[E]$.

A generating set for the latter intersection can be computed by Buchberger's algorithm applied to $\chi^{\prime}\left(H^{L}\right) \cup U$ with respect to a term ordering such that monomials with variables exclusively from the set $E$ are smaller than any monomial involving variables from $Y$. Then by BW93, Cor. 5.51] the polynomials $g_{1}, \ldots, g_{t}$ in this Gröbner basis that only involve variables from the set $E$ form a Gröbner basis $G$ of all the relations among the $\eta$-functions of level $N$.

## 8 Implementation and Computation

We have implemented all the above steps in the computer algebra system FriCAS1 The computation of a basis of $R^{\infty}(N)$ can be done by $4 \mathrm{ti} 2^{2}$. For (bigger) Gröbner basis computations, we have used the slimgb implementation of Singular $\square^{3}$ via its interface through SageMath ${ }^{4}$.

Somos presents on the website http://eta.math.georgetown.edu/etal/etal)7. gp a list of identities for $\eta$-functions for various levels. For example, there are 120 identities for level 8. In our approach, we compute 5 polynomials in $\mathbb{Q}\left[E_{1}, E_{2}, E_{4}, E_{8}\right]$, namely

$$
\begin{aligned}
& g_{1}=E_{1}^{8} E_{2}^{6} E_{4}^{10}-E_{1}^{12} E_{2}^{8} E_{8}^{4}-4 E_{1}^{4} E_{2}^{8} E_{4}^{8} E_{8}^{4}+32 E_{2}^{10} E_{4}^{6} E_{8}^{8}-16 E_{1}^{12} E_{8}^{12}-256 E_{1}^{4} E_{4}^{8} E_{8}^{12}, \\
& g_{2}=E_{2}^{10} E_{4}^{8}-E_{1}^{12} E_{4}^{2} E_{8}^{4}-8 E_{1}^{4} E_{4}^{10} E_{8}^{4}-4 E_{1}^{8} E_{2}^{2} E_{8}^{8}, \\
& g_{3}=E_{2}^{8} E_{4}^{10}-E_{1}^{4} E_{2}^{10} E_{8}^{4}-4 E_{1}^{8} E_{4}^{2} E_{8}^{8}-32 E_{1}^{4} E_{2}^{2} E_{8}^{12}, \\
& g_{4}=E_{2}^{12}-E_{1}^{8} E_{4}^{4}-8 E_{1}^{4} E_{2}^{2} E_{4}^{2} E_{8}^{4}, \\
& g_{5}=E_{4}^{12}-E_{1}^{4} E_{2}^{2} E_{4}^{2} E_{8}^{4}-4 E_{2}^{4} E_{8}^{8},
\end{aligned}
$$

such that by substituting $\eta_{\delta}$ for the respective $E_{\delta}$, the function $g_{k}\left(\eta_{1}, \eta_{2}, \eta_{4}, \eta_{8}\right)$ is the zero function on $\mathbb{H}$ for every $k \in\{1,2,3,4,5\}$.

Let us demonstrate the steps to arrive at these polynomials. In order to compute a basis for $R^{\infty}(8)$ we set up the matrices $B_{8}$ and $A_{N}^{\infty}$.

$$
B_{8}=\left[\begin{array}{ccccccc}
1 & 1 & 1 & 1 & 0 & 0 & 0  \tag{8}\\
1 & 2 & 4 & 8 & 24 & 0 & 0 \\
8 & 4 & 2 & 1 & 0 & 24 & 0 \\
0 & 1 & 2 & 3 & 0 & 0 & 2
\end{array}\right]
$$

[^1]Then give the system $B_{8} z=0, A_{8}^{\infty} z \geq 0$ to 4ti2-zsolve and obtain the (truncated) vectors

$$
\varrho_{1}=(4,-2,2,-4)^{T} \quad \varrho_{2}=(-4,10,-2,-4)^{T} \quad \varrho_{3}=(0,-4,12,-8)^{T}
$$

which represent the $\eta$-quotients according to (6) with the following Laurent series expansions at $\tau=i \infty$.

$$
\begin{aligned}
& \mathfrak{m}_{1}=q^{-1}-4+4 q+2 q^{3}-8 q^{5}-q^{7}+20 q^{9}+O\left(q^{10}\right) \\
& \mathfrak{m}_{2}=q^{-1}+4 q+2 q^{3}-8 q^{5}-q^{7}+20 q^{9}+O\left(q^{10}\right) \\
& \mathfrak{m}_{3}=q^{-1}+4+4 q+2 q^{3}-8 q^{5}-q^{7}+20 q^{9}+O\left(q^{10}\right)
\end{aligned}
$$

The application of samba yields $\mathfrak{z}_{1}=1$ as the only generator according to (11). Because of $f_{1}=1$, we then get from (14), (15), 18), and (19): $h_{1}=p_{1}=0$, $h_{2}=p_{2}=M_{2}-M_{1}-8, h_{3}=p_{3}=M_{3}-M_{1}-4$ and $h_{1,1}=p_{1,1}=0$. Then, we replace every $M_{\kappa}$ by $m_{\kappa}=E^{\varrho_{\kappa}}$ and, by using $\chi^{\prime}$, write $Y_{\delta}^{-e}$ instead of $E_{\delta}^{e}$ if $e:=\varrho_{\kappa, \delta}<0$. After removing zeros, 22 becomes $\chi^{\prime}\left(H^{L}\right)=\left\{h_{2}(m), h_{3}(m)\right\}$ where

$$
h_{2}(m)=\underbrace{Y_{1}^{4} E_{2}^{10} Y_{4}^{2} Y_{8}^{4}}_{m_{2}}-\underbrace{E_{1}^{4} Y_{2}^{2} E_{4}^{2} Y_{8}^{4}}_{m_{1}}-8, \quad h_{3}(m)=\underbrace{Y_{2}^{4} E_{4}^{12} Y_{8}^{8}}_{m_{3}}-\underbrace{E_{1}^{4} Y_{2}^{2} E_{4}^{2} Y_{8}^{4}}_{m_{1}}-4
$$

With $U=\left\{Y_{1} E_{1}-1, Y_{2} E_{2}-1, Y_{4} E_{4}-1, Y_{8} E_{8}-1\right\}$, we are left to compute a Gröbner basis for the ideal $\left\langle\chi^{\prime}\left(H^{L}\right) \cup U\right\rangle_{P}$. The Gröbner basis with respect to the elimination block-ordering (degrevlex in both $Y$ and $E$ variables) consists of 703 elements and (when printed) would be about 650 lines long. However, there are only 5 polynomials among those elements, namely $G=\left\{g_{1}, \ldots, g_{5}\right\}$ listed above that do not contain a $Y$ indeterminate. Since $G$ is a generating set for $\operatorname{ker} \phi$, every other (polynomial) relation among $\eta$-functions of level 8 can be expressed as a $\mathbb{Q}[E]$-linear combination of the elements of $G$. In fact, $G$ is a Gröbner basis with respect to a degree reverse lexicographical term ordering, and thus, for any given polynomial $f \in \mathbb{Q}\left[E_{1}, E_{2}, E_{4}, E_{8}\right]$, we can algorithmically decide whether it is in ker $\phi$ by simply reducing $f$ with the Gröbner basis $G$. The polynomial $f$ is in $\operatorname{ker} \phi$ if and only if the reduction modulo $G$ gives 0 . By keeping track of the cofactors in that reduction, we can express $f$ as a $\mathbb{Q}[E]$-linear combination of $g_{1}, \ldots, g_{5}$.

The identities in the table of Somos can easily be translated from their representation in terms of $q$ and $u_{\delta}$, where $u_{\delta}$ corresponds to the Euler function $\prod_{n=1}^{\infty}\left(1-q^{\delta n}\right)$, to polynomials in $\mathbb{Q}\left[E_{1}, E_{2}, E_{4}, E_{8}\right]$, and then expressed in terms of $G$.

For example, Somos' identity

$$
q_{8,12,24}:=-u_{2}^{12}+u_{1}^{8} u_{4}^{4}+8 q u_{4}^{12}-32 q^{2} u_{2}^{4} u_{8}^{8}
$$

translates to

$$
q_{8,12,24}^{E}:=-E_{2}^{12}+E_{1}^{8} E_{4}^{4}+8 E_{4}^{12}-32 E_{2}^{4} E_{8}^{8}
$$

and can be expressed as

$$
\begin{equation*}
q_{8,12,24}^{E}=-g_{4}+8 g_{5} . \tag{23}
\end{equation*}
$$

There are other identities in the table of Somos, namely

$$
\begin{aligned}
t_{8,12,24} & :=-u_{2}^{12}+u_{1}^{8} u_{4}^{4}+8 q u_{1}^{4} u_{2}^{2} u_{4}^{2} u_{8}^{4}, \\
t_{8,12,48} & :=-u_{4}^{12}+u_{1}^{4} u_{2}^{2} u_{4}^{2} u_{8}^{4}+4 q u_{2}^{4} u_{8}^{8} .
\end{aligned}
$$

They correspond to $-g_{4}$ and $-g_{5}$, respectively. The above relation (23) is

$$
q_{8,12,24}=t_{8,12,24}-8 q t_{8,12,48}
$$

in the notation of Somos.
The additional factor $q$ in the above relation comes from the fact that the identities in Somos' table do not exactly correspond to relations in Dedekind $\eta$ functions, but rather might have a common factor of a (fractional) power of $q$ cancelled.

We can do such a reduction for all the 120 identities from the table of Somos, i. e., express them in terms of $G$. In fact, at http://www.risc.jku.at/people/ hemmecke we give a list of the respective Gröbner basis elements for various levels and how relations from Somos' table can be expressed by them.

We can use the 120 identities from the table of Somos and compute a (degrevlex) Gröbner basis in $\mathbb{Q}[E]$ of them. That also leads to 5 polynomials, namely, $E_{1}^{4} E_{8}^{4} g_{1}, g_{2}, g_{3}, g_{4}, g_{5}$. In other words, these 120 identities do not generate (in $\mathbb{Q}[E])$ the ideal of all relations. For this case, dividing the first polynomial by $E_{1}^{4} E_{8}^{4}$ would lead to a Gröbner basis of all relations. However, in general, such a postprocessing would not be a proof that the full ideal of relations is obtained.

Clearly, we can apply Buchberger's algorithm over $\mathbb{Q}[E]$ or (with the respective elements of $U$ added) over $\mathbb{Q}[Y, E]$ also to the relations of Somos' tables of other levels. However, although it might give relations that are not in the table, they are not essentially new, since a Gröbner basis computation does not change the ideal that is already given by the input polynomials. Furthermore, in contrast to our derivation, it would not prove that the ideal of all relations has been found.

For example, for level 34, our method produces a Gröbner basis $G_{34}$ of 59 elements, whereas in Somos' table is only one element, namely $x_{34,14,129} \cdot x_{34,14,129}$ corresponds to the element of smallest degree of $G_{34}$. In other words, $G_{34}$ contains essentially new relations.

## 9 Conclusion

Our method, theoretically, solves the problem of finding polynomial relations among Dedekind $\eta$-functions completely. Furthermore, all steps can be programmed on a computer, i.e., the method is constructive.

Unfortunately, the more divisors are involved in the computation, the bigger is the effort to compute the respective Gröbner basis. The relations for levels 4,
$6,8,9,10,12,14,15,16,18,20,21,22,25,26,27,28,32,34,35,36,40,44$, $45,49,50,54,63,64,121,169$ are relatively easy to compute, i. e., in less than 5 hours and often much faster. For $24,30,56$ the Gröbner basis computation is quite lengthy. It took $12.2,59.9,16.6$ hours, respectively. The computation, in particular the elimination of the $Y$ variables may be quite memory consuming. For level 56 more than 100 GB where used during the computation, although the final Gröbner basis can be stored in about 1 MB .
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