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## Formula Clausification

A clause is a disjunction of literals.
Examples: $\neg P[x] \vee Q[y, f[x]], P[x]$
A set of clauses $S$ is regarded as a conjunction of all clauses in $S$, where every variable in $S$ is considered governed by a universal quantifier.
Example: Let

$$
\underset{x}{\forall} \underset{y, z}{\exists}((\neg P[x, y] \wedge Q[x, z]) \vee R[x, y, z])
$$

The standard form of the formula above, that is
$\underset{x}{\forall}((\neg P[x, f[x]] \vee R[x, f[x], g[x]]) \wedge(Q(x, g[x]) \vee R[x, f[x], g[x]]))$
can be represented by the following set of clauses

$$
\{\neg P[x, f[x]] \vee R[x, f[x], g[x]], Q(x, g[x]) \vee R[x, f[x], g[x]]\}
$$

Note that, if $S$ is a set of clauses that represents a standard form of a formula $F$, then $F$ is inconsistent iff $S$ is inconsistent.
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## Formulas Clausification (cont'd)

## Example:

Transform the formulas $F_{1}, F_{2}, F_{3}, F_{4}$, and $\neg G$ into a set of clauses, where
$F_{1}: \underset{x, y}{\forall} \underset{z}{\exists} P[x, y, z]$

$$
\underset{x, y, z, u, v, w}{\forall}(P[x, y, u] \wedge P[y, z, v] \wedge P[u, z, w] \Rightarrow P[x, v, w])
$$

$F_{2}: \wedge$

$$
\underset{x, y, z, u, v, w}{\forall}(P[x, y, u] \wedge P[y, z, v] \wedge P[x, v, w] \Rightarrow P[u, z, w])
$$

$F_{3}: \underset{x}{\forall} P[x, e, x] \wedge \underset{x}{\forall} P[e, x, x]$
$F_{4}: \underset{x}{\forall} P[x, i[x], e] \wedge \underset{x}{\forall} P[i[x], x, e]$
$G: \underset{x}{\forall} P[x, x, e] \Rightarrow \underset{u, v, w}{\forall}(P[u, v, w] \Rightarrow P[v, u, w])$

## Outline

## Formula Clausification

Substitution \& Unification

Resolution Principle for FOL

## Substitution \& Unification

Motivation: apply resolution principle to FOL formulas.
Example: Let


## Substitution \& Unification

Motivation: apply resolution principle to FOL formulas.

## Example: Let

$$
\begin{array}{ll}
C_{1}: & P[x] \vee Q[x] \\
C_{2}: & \neg P[f[x]] \vee R[x]
\end{array}
$$

## Substitution \& Unification

Motivation: apply resolution principle to FOL formulas.
Example: Let

$$
\begin{array}{ll}
C_{1}: & P[x] \vee Q[x] \\
C_{2}: & \neg P[f[x]] \vee R[x]
\end{array}
$$

Let $x \rightarrow f[a]$ in $C_{1}, x \rightarrow a$ in $C_{2}$.

## Substitution \& Unification

Motivation: apply resolution principle to FOL formulas.
Example: Let

$$
\begin{array}{ll}
C_{1}: & P[x] \vee Q[x] \\
C_{2}: & \neg P[f[x]] \vee R[x]
\end{array}
$$

Let $x \rightarrow f[a]$ in $C_{1}, x \rightarrow a$ in $C_{2}$.
We have

$$
\begin{array}{ll}
C_{1}^{\prime}: & P[f[a]] \vee Q[f[a]] \\
C_{2}^{\prime}: & \neg P[f[a]] \vee R[a]
\end{array}
$$

## Substitution \& Unification

Motivation: apply resolution principle to FOL formulas.
Example: Let

$$
\begin{array}{ll}
C_{1}: & P[x] \vee Q[x] \\
C_{2}: & \neg P[f[x]] \vee R[x]
\end{array}
$$

Let $x \rightarrow f[a]$ in $C_{1}, x \rightarrow a$ in $C_{2}$.
We have

$$
\begin{array}{ll}
C_{1}^{\prime}: & P[f[a]] \vee Q[f[a]] \\
C_{2}^{\prime}: & \neg P[f[a]] \vee R[a]
\end{array}
$$

$C_{1}^{\prime}$ and $C_{2}^{\prime}$ are ground instances.

## Substitution \& Unification

Motivation: apply resolution principle to FOL formulas.
Example: Let

$$
\begin{array}{ll}
C_{1}: & P[x] \vee Q[x] \\
C_{2}: & \neg P[f[x]] \vee R[x]
\end{array}
$$

Let $x \rightarrow f[a]$ in $C_{1}, x \rightarrow a$ in $C_{2}$.
We have

$$
\begin{array}{ll}
C_{1}^{\prime}: & P[f[a]] \vee Q[f[a]] \\
C_{2}^{\prime}: & \neg P[f[a]] \vee R[a]
\end{array}
$$

$C_{1}^{\prime}$ and $C_{2}^{\prime}$ are ground instances.
A resolvent of $C_{1}^{\prime}$ and $C_{2}^{\prime}$ is

$$
C_{3}^{\prime}: \quad Q[f[a]] \vee R[a]
$$

## Substitution \& Unification

Motivation: apply resolution principle to FOL formulas.
Example: Let

$$
\begin{array}{ll}
C_{1}: & P[x] \vee Q[x] \\
C_{2}: & \neg P[f[x]] \vee R[x]
\end{array}
$$

Let $x \rightarrow f[x]$ in $C_{1}$. We have

$C_{1}^{*}$ is an instance of $C_{1}$.
A resolvent of

is

$C_{3}^{\prime}$ is an instance of $C_{3} . C_{3}$ is the most general clause.

## Substitution \& Unification

Motivation: apply resolution principle to FOL formulas.
Example: Let

$$
\begin{array}{ll}
C_{1}: & P[x] \vee Q[x] \\
C_{2}: & \neg P[f[x]] \vee R[x]
\end{array}
$$

Let $x \rightarrow f[x]$ in $C_{1}$. We have

$$
C_{1}^{*}: \quad P[f[x]] \vee Q[f[x]]
$$

$C_{1}^{*}$ is an instance of $C_{1}$.

## A resolvent of


is


## Substitution \& Unification

Motivation: apply resolution principle to FOL formulas.
Example: Let

$$
\begin{array}{ll}
C_{1}: & P[x] \vee Q[x] \\
C_{2}: & \neg P[f[x]] \vee R[x]
\end{array}
$$

Let $x \rightarrow f[x]$ in $C_{1}$. We have

$$
C_{1}^{*}: \quad P[f[x]] \vee Q[f[x]]
$$

$C_{1}^{*}$ is an instance of $C_{1}$.
A resolvent of

$$
\begin{array}{ll}
C_{2}: & \neg P[f[x]] \vee R[x] \\
C_{1}^{*}: & P[f[x]] \vee Q[f[x]]
\end{array}
$$

is


## Substitution \& Unification

Motivation: apply resolution principle to FOL formulas.
Example: Let

$$
\begin{array}{ll}
C_{1}: & P[x] \vee Q[x] \\
C_{2}: & \neg P[f[x]] \vee R[x]
\end{array}
$$

Let $x \rightarrow f[x]$ in $C_{1}$. We have

$$
C_{1}^{*}: \quad P[f[x]] \vee Q[f[x]]
$$

$C_{1}^{*}$ is an instance of $C_{1}$.
A resolvent of

$$
\begin{array}{ll}
C_{2}: & \neg P[f[x]] \vee R[x] \\
C_{1}^{*}: & P[f[x]] \vee Q[f[x]]
\end{array}
$$

is

$$
C_{3}: \quad Q[f[x]] \vee R[x]
$$

## Substitution \& Unification

Motivation: apply resolution principle to FOL formulas.
Example: Let

$$
\begin{array}{ll}
C_{1}: & P[x] \vee Q[x] \\
C_{2}: & \neg P[f[x]] \vee R[x]
\end{array}
$$

Let $x \rightarrow f[x]$ in $C_{1}$. We have

$$
C_{1}^{*}: \quad P[f[x]] \vee Q[f[x]]
$$

$C_{1}^{*}$ is an instance of $C_{1}$.
A resolvent of

$$
\begin{array}{ll}
C_{2}: & \neg P[f[x]] \vee R[x] \\
C_{1}^{*}: & P[f[x]] \vee Q[f[x]]
\end{array}
$$

is

$$
C_{3}: \quad Q[f[x]] \vee R[x]
$$

$C_{3}^{\prime}$ is an instance of $C_{3} . C_{3}$ is the most general clause.

## Substitution (cont'd)

A substitution $\sigma$ is a finite set of the form $\left\{v_{1} \rightarrow t_{1}, \ldots, v_{n} \rightarrow t_{n}\right\}$ where every $t_{i}$ is a term different from $v_{i}$ and no two elements in the set have the same variable $v_{i}$.

Let $\sigma$ be defined as above and $E$ be an expression. Then $E \sigma$ is an expression obtained from $E$ by replacing simultaneously each occurrence of $v_{i}$ in $E$ by the term $t_{i}$

Example: Let $\sigma=\{x \rightarrow z, z \rightarrow h[a, y]\}$ and $E=f[z, a, g[x], y]$. Then $E \sigma=f[h[a, y], a, g[z], y]$.
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\theta & =\left\{x_{1} \rightarrow t_{1}, \ldots, x_{n} \rightarrow t_{n}\right\} \\
\lambda & =\left\{y_{1} \rightarrow u_{1}, \ldots, y_{n} \rightarrow u_{n}\right\}
\end{aligned}
$$

Then the composition of $\theta$ and $\lambda(\theta \circ \lambda)$ is obtained from the set

$$
\left\{x_{1} \rightarrow t_{1} \lambda, \ldots, x_{n} \rightarrow t_{n} \lambda, y_{1} \rightarrow u_{1}, \ldots, y_{n} \rightarrow u_{n}\right\}
$$

by deleting any element $x_{j} \rightarrow t_{j} \lambda$ for which $x_{j}=t_{j} \lambda$ and any element $y_{i} \rightarrow u_{i}$ such that $y_{i}$ is among $\left\{x_{1}, \ldots, x_{n}\right\}$.
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## Unification Algorithm (cont'd)

Unification Algorithm

1. $k:=0, W_{k}:=W, \sigma_{k}:=\varepsilon$
2. If $W_{k}$ is singleton then stop; $\sigma_{k}$ is mgu of $W$. Otherwise find the disagreement set $D_{k}$ of $W_{k}$.
3. If there exists $v_{k}, t_{k} \in D_{k}$ s.t. $v_{k}$ is a variable which does not occur in $t_{k}$, go to 4. Otherwise, stop; $W$ is not unifiable.
4. Let $\sigma_{k+1}=\sigma_{k} \circ\left\{v_{k} \rightarrow t_{k}\right\}$ and $W_{k+1}=W_{k}\left\{v_{k} \rightarrow t_{k}\right\}$.
5. $k=k+1$ and go to 2 .
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How does resolution work?
Given: formulas $F_{1}, \ldots, F_{n}$
Prove: $G$ by resolution.
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We have to prove that
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that is, for any interpretation $I$ if $\left\langle L \vee C_{1}^{\prime}\right\rangle_{I}=\left\langle\neg L \vee C_{2}^{\prime}\right\rangle_{I}=\mathbb{T}$ then $\left\langle C_{1}^{\prime} \vee C_{2}^{\prime}\right\rangle_{I}=\mathbb{T}$.

- Case $\langle L\rangle_{I}=\mathbb{T}$. Then $\left\langle C_{2}^{\prime}\right\rangle_{I}=\mathbb{T}$. Hence $\left\langle C_{1}^{\prime} \vee C_{2}^{\prime}\right\rangle_{I}=\mathbb{T}$.
- Case $\langle L\rangle_{I}=\mathbb{F}$. Then $\left\langle C_{1}^{\prime}\right\rangle_{I}=\mathbb{T}$. Hence $\left\langle C_{1}^{\prime} \vee C_{2}^{\prime}\right\rangle_{I}=\mathbb{T}$.
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## Resolution Principle for FOL. Examples

Example 0: Let

$$
\begin{array}{ll}
C_{1}: & P[x] \vee Q[x] \\
C_{2}: & \neg P[a] \vee R[x]
\end{array}
$$

Apply resolution.
Example 1: Prove by resolution the following

$$
\underset{x}{\forall} F[x] \vee \underset{x}{\forall} H[x] \quad \not \equiv \underset{x}{\forall}(F[x] \vee H[x])
$$

Example 2: Prove by resolution that $G$ is a logical consequence of $F_{1}$ and $F_{2}$ where

$$
\begin{array}{ll}
F_{1}: & \forall(C[x] \Rightarrow(W[x] \wedge R[x])) \\
F_{2}: & \underset{x}{\exists}(C[x] \wedge O[x]) \\
G: & \underset{x}{\exists}(O[x] \wedge R[x])
\end{array}
$$

## Resolution Principle for FOL. Examples (cont'd)

Example 3: Prove by resolution that $G$ is a logical consequence of $F_{1}$ and $F_{2}$ where

$$
\begin{aligned}
F_{1}: & \underset{x}{\exists}(P[x] \wedge \underset{y}{\forall}(D[y] \Rightarrow L[x, y])) \\
F_{2}: & \underset{x}{\forall}(P[x] \Rightarrow \underset{y}{\forall}(Q[y] \Rightarrow \neg L[x, y])) \\
G: & \underset{x}{\forall}(D[x] \Rightarrow \neg Q[x])
\end{aligned}
$$

Example 4: Prove by resolution that $G$ is a logical consequence of $F$ where

## Resolution Principle for FOL. Examples (cont'd)

Example 3: Prove by resolution that $G$ is a logical consequence of $F_{1}$ and $F_{2}$ where

$$
\begin{array}{ll}
F_{1}: & \underset{x}{\exists}(P[x] \wedge \underset{y}{\forall}(D[y] \Rightarrow L[x, y])) \\
F_{2}: & \underset{x}{\forall}(P[x] \Rightarrow \underset{y}{\forall}(Q[y] \Rightarrow \neg L[x, y])) \\
G: & \underset{x}{\forall}(D[x] \Rightarrow \neg Q[x])
\end{array}
$$

Example 4: Prove by resolution that $G$ is a logical consequence of $F$ where

$$
\begin{array}{ll}
F: & \forall \exists \exists(S[x, y] \wedge M[y]) \Rightarrow \underset{y}{\exists}(I[y] \wedge E[x, y]) \\
G: & \neg \underset{x}{\exists \exists}[x] \Rightarrow \underset{x, y}{\forall}(S[x, y] \Rightarrow \neg M[y])
\end{array}
$$

## Resolution Principle for FOL. Examples (cont'd)

Example 5: Prove by resolution that $G$ is a logical consequence of $F_{1}, F_{2}$, and $F_{3}$ where

$$
\begin{aligned}
& F_{1}: \quad \underset{x}{\forall}(Q[x] \Rightarrow \neg P[x]) \\
& F_{2}: \\
& \underset{x}{\forall}((R[x] \wedge \neg Q[x]) \Rightarrow \underset{y}{\exists}(T[x, y] \wedge S[y])) \\
& F_{3}: \\
& G: \underset{x}{\exists}(P[x] \wedge \underset{y}{\forall}(T[x, y] \Rightarrow P[y]) \wedge R[x]) \\
& G: \\
& \underset{x}{\exists}(S[x] \wedge P[x])
\end{aligned}
$$

