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Abstract

In previous work an algorithmic procedure for analysing the space complexity of monitor specifications, written in a fragment of predicate logic, was presented. These monitor specifications were developed for the runtime monitoring of event streams. The algorithm provides accurate results for a large fragment of the possible specifications and can be easily extended to all specifications. In this work we follow the same approach, using the same theoretical foundations, to develop a algorithm computing the time complexity of our monitor specifications. In our previous work, the measure for space complexity was the monitor’s runtime representation size, i.e. the number of instances in memory during checking of the specification. In this work we consider the number of quantifier variable value assignments as the measurement of time complexity. The result is an algorithm which gives precise results for the entire core specification language.

1 Introduction

In this work we continue previous investigations into the runtime properties of the LogicGuard stream monitor specification language [17]. This language and its implementation were developed in an industrial collaboration for the runtime monitoring of networks for security violations [14]. LogicGuard was developed as an alternative to linear temporal logic (LTL) [15]. Many LTL based specification languages trade expressiveness for efficiency, thus making it difficult to formulate more complex properties of interest. The expressive power of the LogicGuard language is a result of it encompassing a larger fragment of predicate logic than LTL, in particular, it supports value computation and the construction of internal streams. Of course, inclusion of these structures may lead specifications that may be costly to monitor. However, a better understanding of the dynamics of runtime monitoring can help identify expressive fragments of the language which can be monitored effectively. While in previous work we have analysed the space complexity of the monitoring specification in a core of the LogicGuard language, in this paper we investigate its time complexity.

*The project “LogicGuard II: The Optimized Checking of Time-Quantified Logic Formulas with Applications in Computer Security” is sponsored by the FFG BRIDGE program, project No. 846003.
The LogicGuard core language has much in common with Monadic First-Order Logic (MFO) \cite{16}. LTL captures the class of star-free languages; its formulas can be translated into MFO formulas. The full language on the other hand is more closely related to Monadic Second-Order Logic (MSO) \cite{1} which captures the class of omega-regular languages. Most space complexity results with respect to MFO and MSO use as a measure the size of the non-deterministic Büchi automaton that accepts the language of a formula. For MFO this size is in the worst case exponential in the formula size \cite{18}; for MSO, it is in general even non-elementary \cite{10}. Since such an automaton processes each input symbol in a single step (state transition), time complexity is always constant. However, in our work we do not consider the translation of formulas to automata, nor use automata sizes or paths as a space/time complexity measures.

So far investigations into the runtime properties of the LogicGuard language have focused on monitors which “look into the past” and monitors which “look into the future”. Monitors which look into the past require the stream history to be preserved. In \cite{13}, A static analysis was developed to determine whether a given monitor can be evaluated using a finite portion of the stream history. This lead to the “history pruning” optimization that enabled effective monitoring. Concerning monitors which “look into the future”, we investigated the number of formula instances which have to be preserved in memory because their truth values cannot be determined from the available portion of the stream. Previously published results provided both analytic formulas and algorithms for core language specifications \cite{4, 5}. It is possible to use these results for the full specification language as well. A syntactic transformation simplifying a given specification, the dominating monitor transformation, was used to obtain these results. In \cite{2}, we analyse the effect of this transformation on the space complexity bounds provided by our algorithm. All our space complexity results are based on the interpretation of space complexity as runtime representation size.

In this work we investigate the time complexity of the core specification language where we define time complexity as the number of values assigned to quantified variables per step. This choice was made because it is fundamental and also most time consuming during the evaluation of a monitor specification resulting in new instances of the formulas being monitored. It is essentially the number of instances produced per step. At first glance, it seems to be directly related to runtime representation size, but in fact it only counts newly produced instances and not instances previously generated and kept in memory. In our investigations, we follow the same methodology as our work concerning space complexity \cite{5}, that is we develop an algorithm that computes the maximum number of assignments performed per evaluation step. However, unlike our space complexity results we use fewer transformations and our algorithm is precise for every core language specification.

LogicGuard shares some characteristics with two other systems, LOLA \cite{8}, for monitoring of synchronous systems, and LARVA \cite{7} for real-time monitoring of Java programs. One of the main advantages of LOLA is independence of stream history, which is exactly the property shown in the history analysis of LogicGuard; however, LogicGuard allows the users to run monitors without history bounds. Time analysis within these systems is straight forward. For example, time complexity of LOLA is a function of the space complexity. Thus, not much time has been put into this type of analysis. However, for LogicGuard the relationship between time and space is less straight forward.

The rest of this paper is structured as follows: in Section 2, we present the core of the LogicGuard specification language, sketch its operational semantics, and provide the abstraction introduced in \cite{5}. In Section 3, we define the time complexity of monitors and describe the algorithm that represents the core of the analysis. In Section 4, We discuss the relationship
between the results of the algorithm and the operational semantics as well as the relationship between space and time complexity. In Section 5, we conclude by outlining a few open problems which we would like to address in future work.

2 Basic Notions

The LogicGuard language [17] for monitoring event streams allows the derivation of a higher level stream (representing e.g. a sequence of messages transmitted by the datagrams) from a lower level input stream (representing e.g. a sequence of TCP/IP datagrams). These streams are processed by a monitor for specific properties (e.g. that every message is within a certain time bound followed by another message whose value is related in a particular way to the value of the first one). The following is an example specification:

```plaintext
type tcp; type message; ...

stream<tcp> IP;
stream<message> S = stream<IP> x satisfying start(@x) :
  value[seq,0x,combine]<IP> y
  with x < _ satisfying same(@x,@y) until end(@y) :
  @y ;

monitor<S> M = monitor<S> x satisfying trigger(@x) :
  exists<S> y with x < _ <=# x+T:
  match(@x,@y);
```

After the declaration of types tcp and message and external functions and predicates operating on objects of these types, a stream IP of TCP/IP datagrams is declared that is connected by the runtime system to the network interface. From this stream, a “virtual” stream S of “messages” is derived; each message is created by sequentially combining every datagram at position x on IP (whose value is denoted by @x) that satisfies a predicate start by application of a function combine with every subsequent datagram at position y that is related to the first one by a predicate same until a termination condition end is satisfied. The stream S is monitored by a monitor M that checks whether for every message on S that satisfies a trigger predicate within T time, a partner message appears that fits with the first message according to some match predicate.

2.1 Core Language

A Formal analysis is difficult to carry out for the full language. A core version of the LogicGuard language [13] was defined and given a formal operational semantics; it is this core version of the language that is addressed in this paper.

In the remainder of this section, we introduce this core language, partially relying on material from [6]. Its syntax is depicted to the left of Fig. 1 where the typed variables M, F, ... denote elements of the syntactic domains M, F, ... of monitors, formulas, etc. A monitor M has form \( \forall \alpha \leq \beta : F \) for some variable V and formula F; it processes an infinite stream of truth values \( \top \) (true) or \( \bot \) (false) by evaluating F for \( V = 0, V = 1, \ldots \) The predicate @\( \alpha \)V denotes the value in the stream at position \( V \), \( \neg F \) denotes the negation of F, \( F_1 \land F_2 \) denotes parallel conjunction (both \( F_1 \) and \( F_2 \) are evaluated simultaneously), \( F_1 \land F_2 \) denotes sequential conjunction (evaluation of \( F_2 \) is delayed until the value of \( F_1 \) becomes available), \( \forall \alpha \in [\beta_1, \beta_2] : F \) denotes quantification over the interval \( [\beta_1, \beta_2] \).
Example 1. The following monitor $M$ is an example of a core language specification:

$$
\forall_{0 \leq x} : \forall_{y \in [x+1,x+5]} : ((\forall_{z \in [y,x+3]} : -\mathbb{@}z & \mathbb{@}z) \& G(x,y))
$$

$$
G(x,y) = \forall_{w \in [x+2,y+2]} : (-\mathbb{@}y & (\forall_{m \in [y,w]} : -\mathbb{@}m & x))
$$

Monitor $M \in \mathcal{M}$ is translated by the function $T : \mathbb{M} \rightarrow \mathcal{M}$ defined at the bottom of Fig. 1 into its runtime representation $m = T(M) \in \mathcal{M}$ whose structure is depicted to the right; here the typed variables $m, f, \ldots$ denote elements of the runtime domains $\mathcal{M}, F, \ldots$, i.e., the runtime representations of $M, F, \ldots$. Over the domain $\mathbb{N}^\infty = \mathbb{N} \cup \{\infty\}$ arithmetic operations are interpreted in the usual way, i.e., the operator $-$ is interpreted as truncated subtraction and for every $n \in \mathbb{N}$ we have $\infty \pm n = \infty$. The notions $\mathcal{P}(S)$, for some set $S$, and $A \rightarrow_{\text{part}} B$ denote the powerset of $S$ and the set of partial mappings from $A$ to $B$, respectively. A context $c$ consists of a pair of partial functions that assign to every variable its position and the truth value that the stream holds at that position, respectively.

### 2.2 Operational Semantics

During the execution of monitor $M$, its runtime representation $m = \forall_{0 \leq V} : f$ holds in set $I$ those instances of its body $F$ which could not yet be evaluated to $\top$ or $\bot$; each such instance is represented by a tuple $(p, f, c)$ where $p$ is the position assigned to $V$, $f$ is the (current) runtime representation of $F$, and $c$ represents the context to be used for the evaluation of $f$. A runtime representation $f$ can be a tagged value $\mathbb{n}(g)$ where $g$ represents the runtime representation of the formula to be evaluated in the next step; when the evaluation has completed, its value becomes $\mathbb{d}(t)$ where the truth value $t$ represents the result when evaluation is done.

The evaluation of a monitor’s runtime representation is formally defined by a small-step operational semantics with a 7-ary transition relation $m \rightarrow_{p,v,b,t} m'$ where $m$ is the runtime representation of the monitor prior to the transition, $m'$ is its representation after the transition, $p$ is the stream position of the next message value $v$ to be processed, $s$ denotes the sequence

\[
M ::= \forall_{0 \leq V} : F.
\]

\[
F ::= \mathbb{@}V | -F | F \land F & F
\]

\[
B ::= 0 | \infty | V | B + N.
\]

\[
V ::= x | y | z | \ldots
\]

\[
N ::= 0 | 1 | 2 | \ldots
\]

\[
m ::= \forall_{0 \leq V}^{|N \times f \times c|} : f
\]

\[
f ::= \mathbb{d}(\top) | \mathbb{d}(\bot) | \mathbb{n}(g)
\]

\[
g ::= \mathbb{@}V | -f | f \land f & f
\]

\[
m ::= \forall_{V \in [b,B]} : f
\]

\[
T(\forall_{V \in [b,B]} : f) := \forall_{V \in [b,B]} : T^F(F)
\]

\[
T^F(\mathbb{@}V) := \mathbb{n}(\mathbb{@}V)
\]

\[
T^F(-F) := \mathbb{n}(-T^F(F))
\]

\[
T^F(F_1 \land F_2) := \mathbb{n}(T^F(F_1) \land T^F(F_2))
\]

\[
T^F(F_1 & F_2) := \mathbb{n}(T^F(F_1) & T^F(F_2))
\]

\[
T^F(\forall_{V \in [b_1,B_2]} : F) := \forall_{V \in [b_1,B_2]} : T^F(F)
\]

Figure 1: The core language: syntax, runtime representation, translation.
of \( p \) messages that have previously been processed, \( R \) denotes the set of those positions which are reported by the transition to make the monitor body false, and \( t \) is the count of variable assignments for the current transition. The monitor thus processes a stream \( \langle v_0, v_1, \ldots \rangle \) by a sequence of transitions

\[
\left( \psi^0_{0 \leq x} : f \right) \rightarrow_{0, s_0, v_0, R_0, t_0} \left( \psi^1_{0 \leq x} : f \right) \rightarrow_{1, s_1, v_1, R_1, t_1} \left( \psi^2_{0 \leq x} : f \right) \rightarrow \ldots
\]

where \( s_p = \langle v_0, \ldots, v_{p-1} \rangle \). Each set \( I_p \) contains those instances of the monitor which, by the \( p \) messages processed so far, could not be evaluated to a truth value yet and each set \( R_p \) contains the positions of those instances that were reported to become false by transition \( p \). The value of \( t_p \) is determined by computing the number of instances created by each member of \( I_p \). In particular, we have

\[
I_{p+1} = \{ (t, n(g), c) \in I \mid \exists f \in F : (t, f, c) \in I' \land f \rightarrow_{p, s_p, v_p, c, t} n(g) \}
\]

\[
R_{p+1} = \{ t \in \mathbb{N} \mid \exists f \in F, c \in C : (t, f, c) \in I' \land f \rightarrow_{p, s_p, v_p, c, t} d(\bot) \}
\]

\[
t_p = \sum_{(t, f, c) \in I'} f \rightarrow_{p, s_p, v_p, c, t} n(g)
\]

where \( I' = I_p \cup \{ (p, f, ((V, p), (V, v_p))) \} \). The transition relation on monitors depends on a corresponding transition relation \( f \rightarrow_{p, s, v, c, t} f' \) on formulas where \( c \) represents the context for the evaluation of \( f \) and \( t \) is a counter for the number of instances generated this monitor step by the formula \( f \). In each step \( p \) of the monitor transition, a new instance of the monitor body \( F \) is added to set \( I_p \), and all instances in that set are evaluated according to the formula transition relation. Note that each formula instance in that set contains the runtime representation of a quantified formula (otherwise, it could have been immediately evaluated) which in turn contains its own instance set; thus instance sets are nested up to a depth that corresponds to the quantification depth of the monitor.

Fig. 2 shows an excerpt of the operational semantics of formula evaluation (the full semantics is given in [13]) where the transition arrow \( \rightarrow_t \) is to be read as \( \rightarrow_{p, s, v, c, t} \) and rules Q4–Q7 are based on the following definitions.

\[
I_0 = \{ (i, f, (c.1[V \mapsto i], c.2[V \mapsto s(i + p - |s|)]) ) \mid p_1 \leq i \leq \min \{ p_2 + 1, p \} \}
\]

\[
I' = \begin{cases} 
I & \text{if } p_2 < p \\
I \cup (p, f, (c.1[V \mapsto p], c.2[V \mapsto v])) & \text{otherwise}
\end{cases}
\]

\[
I'' = \{ (t, n(g), c) \in I' \mid (t, f, c) \in I' \land f \rightarrow n(g) \}
\]

\[
\text{DF} \equiv \exists t \in \mathbb{N}, f \in F, c \in C : (t, f, c) \in I' \land f \rightarrow d(\bot)
\]

\[
t'(X) = \sum_{(t, f, c) \in X} i
\]

\[
f \rightarrow_{t, n(g)}
\]

We provide an example adapted from [6] concerning the application of these rules.

**Example 2.** We take the monitor \( M = \forall_{0 \leq x} : \forall_{y \in [x+1, x+2]} : @x \land @y \), which states that the current position of the stream is true as well as the next two future positions. We determine its runtime representation \( m = T(M) \) as \( m = \forall_{0 \leq x} : f \) with \( f = \forall_{y \in [b_1, b_2]} : g \) for some \( b_1 \) and \( b_2 \).
and $g = @x \& @y$. We evaluate $m$ over the stream $\langle \top, \top, \bot, \ldots \rangle$. First consider the transition 

$$(\forall_{0 \leq x} : f) \rightarrow_{0 , (0 , \top) , 0 , 1} (\forall_{0 \leq x}^{h_{1}} : f)$$ 

which generates the instance set 

$$I^{0} = \{(0 , n(\forall_{y \in [1,2]} : g) , \{(x,0)\}, \{(x,\top)\})\}.$$ 

Performing another step $$(\forall_{0 \leq x}^{h_{0}} : f) \rightarrow_{1 , (\top, \top), \top, 0, 1} (\forall_{0 \leq x}^{h_{1}} : f)$$ we get 

$$I^{1} = \{(1 , n(\forall_{y \in [2,3]} : g) , \{(x,1)\}, \{(x,\top)\}) , 
(0 , n(\forall_{y \leq 2} : g) , \{(x,0)\}, \{(x,\top)\})\}.$$ 

The instance set $\emptyset$ in the runtime representation of the formula is empty, because the body of the quantified formula is propositional and evaluates instantly. Notice that the new instance is the same as the instance in $I^{0}$ but the positions are shifted by $1$. The next step is $$(\forall_{0 \leq x}^{h_{1}} : f) \rightarrow_{2 , (\top, \top), \bot, (0,1), 1} (\forall_{0 \leq x}^{h_{2}} : f)$$ where 

$$I^{2} = \{(2 , n(\forall_{y \in [3,4]} : g) , \{(x,2)\}, \{(x,\top)\})\}.$$ 

The first two instances evaluate at this point and both violate the specification, thus yielding the set $\{0,1\}$ of violating positions of the monitor. Again, the remaining instance is shifted by one position.

### 2.3 Quantifier Trees

The algorithm introduced in [5] as well as the algorithm presented in the next section, and the analytic expressions of [3, 4] are based on a translation of monitor formulas into an abstract representation that we call quantifier trees. In the following, we describe the core of this concept relevant for this paper; we will focus on the important concepts which directly apply to this paper and we refer the reader to [3, 4] for further details.
Definition 1 (Quantifier Trees). A quantifier tree is inductively defined to be either $\emptyset$ or a tuple of the form $(y, b_1, b_2, Q)$ where $y \in V$, $b_1, b_2 \in B$, and $Q$ is a set of quantifier trees. Let $QT$ be the set of all quantifier trees. We define $(y, b_1, b_2, Q)_1 = y$, $(y, b_1, b_2, Q)_2 = b_1$, $(y, b_1, b_2, Q)_3 = b_2$, and $(y, b_1, b_2, Q)_4 = Q$.

Definition 2 (Quantifier Tree Transformation). We define the quantifier tree transformation $QT : M \rightarrow QT$, respectively $QT : F \rightarrow QT$, recursively as follows:

\[
egin{align*}
QT[\forall_0 \leq V : F] &= (V, 0, 0, QT(F)) \\
QT(F \land G) &= QT(F) \cup QT(G) \\
QT(\neg F) &= QT(F) \\
QT[\forall_{V \in [B_1, B_2]} : F] &= (V, B_1, B_2, QT(F)) \\
QT(\emptyset) &= \emptyset
\end{align*}
\]

We do not distinguish between sequential and parallel conjunction in quantifier trees because their effect on memory is dependent on the stream they are evaluated over, thus, we just take the worst case scenario of parallel conjunction. Fig. 3 depicts the quantifier tree $QT(M)$ where $M$ is the monitor from Ex. 1.

Definition 3 (Sub-quantifier Tree). Let $q, q' \in QT$. We call $q'$ a sub-quantifier tree of $q$ if $q = (y, b_1, b_2, Q)$ and one of the following holds: $q' = q$, or $q' \in Q$, or there exists $q'' \in Q$ such that $q''$ is a sub-quantifier tree of $q'$. We call a sub-quantifier tree $q'$ of $q$ proper if $q' \neq q$. We will use the notation $q.\nu$ to denote a sub-quantifier tree $\nu$ of $q$.

Definition 4 (Maximum Depth). Let $q \in QT$. We define $d(q)$ as follows:

\[
d(q) = \begin{cases} 
1 + \max_{q' \in q} \{d(q')\} & (q)_4 \neq 0 \\
0 & \text{otherwise}
\end{cases}
\]

For dealing with nested variables, i.e. variables whose values depend on the value of another variable, we introduce substitution of values into variable bounds.

Definition 5. A term $t$ is an element of $B \setminus \{\infty\}$ (see Fig. 1). We define $T = B \setminus \{\infty\}$ as the set of all terms.

Sometimes we will write a term as $t(y)$, meaning that $y$ may be free in $t$. 

Figure 3: Quantifier trees for the monitor of Ex. 1.
Definition 6 (Quantifier Tree substitution). Let \( q \in QT \), \( a, c_1, c_2 \in \mathbb{Z}, \, x_1, \cdots x_n, y_1, y_2, y \in \forall, \) and \( b_1, b_2, t_1, \cdots t_n \in T \), where \( q = (y, b_1(y_1), b_2(y_2), Q) \). We define \( q\sigma \), where \( \sigma = \{ x_1 \leftarrow t_1, \cdots, x_n \leftarrow t_n \} \), as follows:
\[
(y, b_1(y_1), b_2(y_2), Q)\sigma = (y, b_1(y_1)\sigma, b_2(y_2)\sigma, \bigcup_{q \in Q'} q\sigma),
\]
where for \( j = 1, 2 \) we have:
\[
b_j(y_j)\sigma = \begin{cases} b_j(t_i) & \text{if } x_i = y_j, \text{for some } 1 \leq i \leq n \\ b_j(y_j) & \text{otherwise} \end{cases}
\]

Essentially, we are using a standard variable substitution method. A substitution \( \sigma = \{ x_1 \leftarrow t_1, \cdots, x_n \leftarrow t_n \} \) can also be written as \( \sigma' \{ x_n \leftarrow t_n \} \) where \( \sigma' = \{ x_1 \leftarrow t_1, \cdots, x_{n-1} \leftarrow t_{n-1} \} \). We assume all quantifier trees we will be dealing with result from the translation of closed formula with a single free variable \( x \) (the monitor variable); furthermore we assume they are proper, that is they have a root node \( Q = (x, 0, 0, Q') \), and for every \( Q, \nu \) and \( Q, \mu \) it is the case that \( Q, \nu \neq Q, \mu \) \((Q, \nu)_1 \neq (Q, \mu)_1 \). These assumptions allow us to define an initial set for our evaluation method.

Definition 7. Let \( Q \in QT \) be proper and let \( a \in \mathbb{N} \cup \{0\} \). We define the initial instance set \( I(a, Q) \) of \( Q \) at \( a \), as \( I(a, Q) = \bigcup_{q \in Q'} q \{ x \leftarrow a \} \).

3 Analysis

In previous work [5] we developed an algorithmic method for computing the space complexity of monitoring specifications. This method computes the size of the runtime representation of a monitor specification which is roughly the number of unresolved quantifier instances in memory. This measurement only accounts for part of the overhead of monitor evaluation. As messages arrive from the external streams there are a number of computation steps which need to be performed in order to compute the next instance set. The most expensive of these operations is the assignment of values to quantified variables because these operations result in the new instances.

Note that there isn’t a one to one correspondence between runtime representation size and quantified variable assignment even though they both, theoretically, count instances. The runtime representation size only counts unresolved instances and quantified variable assignment counts all generated instances. To capture this difference we added a counter to the the monitor transition relation of the operational semantics (see Subsection 2.2). The value of this counter is computed fresh at each step. Using this counter we can define a relation similar to Definition 2 of [5] computing the maximum number of quantified variable assignments up to position \( n \).

Definition 8. We define the relation \( \rightarrow_p \subseteq \mathcal{M} \times \mathbb{N} \times \{ \top, \bot \}^* \times \mathbb{N} \times \mathbb{N} \) inductively as follows:
\[
M \rightarrow_{p,s,0} t \leftrightarrow \exists R. (M \rightarrow_{p,s,(p),R,t} M')
\]
\[
M \rightarrow_{p,s,(n+1)} t'' \leftrightarrow \exists R. (M \rightarrow_{p,s,(p),R,t} M') \land (M' \rightarrow_{p+1,s,n} t') \land t'' = \max \{ t, t' \}
\]

Since \( \rightarrow_p \) is deterministic \( M \rightarrow_{p,s,n} t \) uniquely determines \( t \) from \( M, p, s, \) and \( n \). Essentially, \( M \rightarrow_{p,s,n} t \) states that \( t \) is the maximum number of value assignments to the quantified variables of monitor \( m \) during the execution of \( n \) transitions over the stream \( s \) starting at position \( p \).
Algorithm 1 Time complexity of a Quantifier Tree

1: function TC(qt,p)  \> qt is a quantifier tree (y, a, b, Q)
2:     ret ← 0
3:     if a > b then
4:         return 0
5:     else if p < a then
6:         return TC(qt,a)
7:     else
8:         if Q \neq \emptyset then
9:             for all qt\' \in Q do
10:                 for all a \leq i \leq \min\{b,p\} do
11:                     ret ← ret + TC(qt\{y ← i\},p) + 1
12:                 end for
13:             end for
14:         else
15:             ret ← |1 + \min\{p,b\} − a|
16:         end if
17:     if b \leq p then
18:         return ret
19:     else
20:         return ret + TC((y,p + 1,b,Q),p + 1)
21:     end if
22: end function

We algorithmically compute the value of $t$ without having to actually perform the transitions. The procedure is similar to the one presented in [5]. Later we provide Theorem 1 formalizing the relationship between our analysis and Definition 8. In a nutshell, this analysis proceeds as follows:

1. We translate $M \in \mathcal{M}$ into a quantifier tree $qt = QT(M)$ which contains the essential information required for the analysis.
2. We compute $I(0,qt)$.
3. We compute $\sum_{q\in I(0,qt)} TC(q,0)$ which is abbreviated as $|M|_{tc}$ by application of Algorithm 1.

In the following section we state a proof of correctness, but for now we give a short explanation of the rationale behind the algorithm. The heart of the algorithm is found in lines 9-16 of Algorithm 1. If the current formula has quantified subformulas then we proceed to the loop. Otherwise we output the number of instances in the quantifiers instance set. This comes directly from Definition 8. If the current formula has quantified subformulas then we call the function $TC$ on the quantified subformulas after making the variable assignment. Line 21 goes to the next time step. On Line 21, we add the current total to the next step because we are not just computing the function of Definition 8 but the maximum number of assignments. This maximum occurs when instances at all levels of evaluation are in memory at the same time. This assumption is built into the algorithm. Of course in practice this would most likely never happen, but in the worst case it can.
Now that we have introduced a concept of time and an algorithm computing it, we can present our definition of time complexity for monitor specifications.

**Definition 9 (Time Complexity).** Let \( m \in M \). Then the time complexity of \( m \), i.e. \( |m|_{tc} \) is defined as follows:

\[
|m|_{tc} = \sum_{q \in I(0, QT(m))} TC(q, 0)
\]

where \( TC(\cdot, \cdot) \) is defined in Algorithm 1.

## 4 Correctness of Analysis

We now present a theorem formalizing the relationship between the relation of Definition 8 and Algorithm 1.

**Theorem 1.** Let \( M \in M \). Then for all \( n, p, S \in \mathbb{N} \) and \( s \in \{ \top, \bot \}^w \) such that \( T(M) \rightarrow_{p, s, n} S \), we have \( S \leq |M|_{tc} \).

**Proof (sketch).** Let us assume for our basecase that \( M \in M \) is such that \( |I(0, QT(m))| = 1 \) and \( (QT(m))_4 = \emptyset \). This would imply that \( m = \sum_{g \in I} |g| \) where \( |g| \) is the size of the instance set in a formula of the form \( \forall_{V \leq p} : f \). Given the above constraints, these are the only type of instance in the runtime representation. Obviously, this sum is equivalent to \( \sum_{i=1}^n i \), where \( n = ((QT(m)\{x \leftarrow 0\})_3 - (QT(m)\{x \leftarrow 0\})_2) \), which is exactly the value computed by \( |m|_{tc} \). For the first inductive step case we assume that the theorem holds for all monitors \( M \in M \) such that \( |I(0, QT(m))| = n \) and for each \( q \in I(0, QT(m)) \), \( (q)_{4} = \emptyset \). We show that the theorem holds for a monitor \( M \in M \) such that \( |I(0, QT(m))| = n + 1 \) and for each \( q \in I(0, QT(m)) \), \( (q)_{4} = \emptyset \). This is essentially adding the basecase to the induction hypothesis.

To finish the proof we now assume the theorem holds for all monitors \( M \in M \) such that \( d(QT(M)) = n \) and show that the theorem holds for a monitor \( M' \in M \) where \( d(QT(M')) = n + 1 \). Let us take two monitors \( M, N \in M \) such that \( d(QT(M)) = n \) and \( d(QT(N)) = 1 \). We assume that the intersection of the quantified variable names of \( M \) and \( N \) is empty. We will allow \( M \) to have one free variable \( y \) which appears quantified in \( N \). We construct \( QT(M') \) by taking \( q \in (QT(N))_4 \) such that \( q \) quantifies the variable \( y \). We then construct the quantifier tree \( q' \) where \( q_i = (q'_i) \) for \( 1 \leq i \leq 3 \) and \( (q)_{4} = (QT(M))_4 \). Thus, \( (QT(M'))_i = (QT(N))_i \) for \( 1 \leq i \leq 3 \) and \( (QT(M'))_4 = (QT(N))_4 - \{q\} \cup \{q'\} \). Obviously computing \( |M'|_{tc} \) requires computing \( |M|_{tc} \) for every instance counted for \( q \) and thus is just an extension of the basecase computing \( |M|_{tc} \) at each step. This proves the theorem.

A theorem very similar to Theorem 1 was presented in [5] concerning space complexity. Given the discussion of Section 3 concerning the relationship between our notions of space and time complexity one would expect a precise relationship between the two methods. Sadly, the subtle differences result in very different behaviour. Applying Algorithm 1 to a typical monitor specification gives the impression that our notion of time complexity always upper bounds space complexity. However, choosing more pathological cases highlights the complexity of the relationship. For example, for the following monitor specification

\[
M = \forall_{0 \leq x} : \forall_{y \in [x+5, x+5]} : \forall_{y \in [x+8, x+8]} : \diamond x
\]

the time complexity of \( M \) is \( |M|_{tc} = 2 \), but the space complexity \( SR(0, AQT(D(M))) = 8 \) (Using the definitions and algorithm of [5]). These cases make it quite difficult to discuss the relationship in more concrete terms.
5 Conclusion

In this paper we followed the same methodology as in previous work [5] in an attempt to develop an algorithmic procedure analysing the time complexity of monitor evaluation. For space complexity [5], the size of the runtime representation of a monitor specification was considered as the measurement of space. For time complexity, we chose the number of quantified variable value assignments because it is the most expensive operation carried out during evaluation. This measure is closely related to the runtime representation size because value assignments generate instances, though, not all of those instances stay in memory. In the end, we were able to develop an algorithmic procedure, that differs from the procedure for space complexity and is in certain sense simpler, because we do not need to carry out as many transformations for time complexity as for space complexity. Even though the two procedures are related, these minor differences make it difficult to discuss their relationship. It is quite obvious that these are not the only notions of time and space we can use to define complexity; thus, in future work we plan to investigate these notions further to deepen our understanding of their relationship and potentially develop alternative formulations.
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